
Research on Eye Tracking under Highlight Condition Based on DSP 

Jiang Jun-jin, Wang Zeng-cai+ and Zhu Shu-liang 

School of Mechanical Engineering, Shandong University, SDU, Jinan, P. R. China  

Abstract. In order to solve the problem of eye tracking under highlight condition, a method of eye tracking 
with automatic highlight pixel detection and correction was proposed. First, the color Gaussian model was 
used to detect the face, and then a fast tracking algorithm was taken to track the face. Then it detects and 
corrects the highlight pixel in the face tracking box. Finally, it tracked eyes in the face tracking box in which 
the highlight pixels had been corrected. Experimental results indicated that this algorithm was quite robust 
and fast. 
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1. Introduction 
Driving fatigue is the main cause of the road related accidents. It is significant to study up on the 

technology of detecting the driving fatigue to prevent traffic accident. At present, the driving fatigue detection 
technology can be divided into three types: the first type is based on detecting the Physiology parameters of 
driver, such as EEG, and Brain oxygen signal. The second one is based on the behavioral characteristic of 
driver, such as the signal of PERCLOS, and mouth state. The last one is based on the car characteristic, such 
as driveway migration rate and the steering wheel turning signals. At present, detecting the PERCLOS of the 
driver to judge whether the driver is at state of fatigue is one of hot topic in fatigue detection, and realizing the 
tracking of the eyes accurately is one of the key technologies. 

The problem of highlight in the face area affects the tracking of eyes [1]. Because the skin of the face is 
not an ideal diffuse surface [2], it will lead tracking the eyes in the face area to a failure when detecting the 
skin on the condition of highlight. Paper [3] presented a method of   eliminating highlight according to the 
difference of diffuse reflection and highlight’s polarization characteristic. Paper [4] used the method of 
analyzing the color component to calculate the highlight. Paper [5] used both the polarization characteristic 
and the color component to analyze the highlight. This paper presents a method of tracking the eyes with the 
technology of detecting and correcting the highlight pixel in the face tracking box. First, it takes the color 
Gaussian model to detect the face, and then tracks the face with a fast tracking algorithm. Then it detects and 
corrects the highlight pixels in the face tracking box. Finally, it tracks the eyes with the method of re-position 
and similarity judgment in the face tracking box in which the highlight pixels have been corrected. 

2. System Design 
2.1. The hardware system designing  

The hardware system is composed of three parts: video capture, video processing and video display. The 
video capture part is a multicolor CCD camera, and the main part of the video processing is TMS320DM642, 
and the video display is a LCD color display. Fig.1 shows the hardware system and the image acquired from 
the hardware system. 
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Fig.1. Hardware system. 

2.2. Algorithm design  
The algorithm of this paper is composed of six parts, including image preprocessing that the program of 

median filter and the Histogram equalization were used in this paper, face detection based on the face 
Gaussian distribution, face fast tracking, highlight pixels detection and correction in the face area, eyes 
tracking based on eye feature tracking and the similarity judgment. Fig. 2 shows the flow chart of the system. 

 
Fig.2. Flow chart of eye detection. 

3. Data Processing Algorithm 
3.1. Image acquisition and preprocessing 

The form of the image acquired by the camera is YCbCr. The images acquired from the video are often 
affected by the interference and light, so they need to be preprocessed. Firstly, the images of video need to be 
gray processed, and then the program of median filter is used to eliminate the random disturbance and impulse 
interference, and then the Histogram equalization program is taken to reduce the effect of the light. The 
experimental result shows that this algorithm is not only simple and fast, but also strengthens the image 
contrast. 

3.2. Face detection and face tracking 
Skin-color is important feature information of the man’s face, and it will not be affected by the angle or 

facial expression of the driver [5], so it has a good stability. What’s more, the values of Cb, Cr almost have the 
same distribution characteristics of the different people. Literature [6] proves that the vector x=（Cr,Cb）T  
composed by Cb, Cr of the facial information is accord with Gaussian distribution.  
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µ1, µ2 is the mean of Cb, Cr; σ1, σ2 is the variance of Cb, Cr;ρ is related coefficient of Cb,Cr. 
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Because of the edge distribution of two-dimensional Gaussian distribution is still Gaussian, and it has 
nothing to do with the ρ, therefore, the marginal probability density function of Cb, Cr can be simplified as 
follow: 
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The experiment indicates that the detection result is good when the value of Cb, Cr is with limits of (77, 
177) and (133, 156). 

This paper uses a method that setting a fixed boundary value to track the face after detecting the face gray 
image. The screen pixel of this paper is 576×720, and the color value of face after detected through the color 
Gaussian model is set as 255. The experiment indicates that when the boundary value is set as 10 pixels of 
which value is 255, the effect of tracking is good. However, when it is affected by the light, the face will not 
be tracked successfully, so it needs to be judged by the similarity. 

This paper takes a method to calculate the acreage of the tracking box to judge whether the tracking is 
right. The acreage of the facial tracking box is the product of the pixels in the horizontal direction and vertical 
direction, and this value is positive correlation to the distance between the driver and camera. When the 
camera is installed, the distance between the driver and camera is constant, so the acreage of the tracking box 
is within a certain range. When it meets the set range, it tracks successfully. If not, it needs to track the face 
again. 

The program of face detection is as follows: 
for (j=0; j<720; j++) 

{for (i=0;i<576;i++)  
     {*(Uint32*)H+j)=*(Uint32*)(H+j)       +*(Uint8 *)(Y+i*720+j);  

} 
} 

for (j=0;j<720;j++) 
      {if(*(Uint32 *) (shuH+j)>=2550) 
    begY=j; 
    break; 
      } 

Part of face tracking program is as follows: 
for (j=begY;j<endY;j++) 

      {  
    *(Uint8 *)(Y+j*720+begX)=0xff; 
    *(Uint8 *)(Y+j*720+endX)=0xff; 
      } 

3.3. Highlight detection and Correction  
The problem of highlight is an important factor that influences the tracking of eyes. Because of the 

highlight that generates by the light reflected on the face, the face detected by the facial Gaussian model is 
not integrity, which shows in Fig 5. The highlight influences the tracking of eyes, so it needs to detects and 
corrects the highlight pixels. This paper detects and corrects the highlight pixels based on two measures, 
color volatility xK  and color offset rate xRate . 

The value of skin pixels can be divided into four parts [7]. The range of the first part is [0-50], and in this 
part the value of pixels is low and only a few pixels belong to it, such as hair, eyes, and eyebrow. The range 
of second part is [50-150], and most of the facial pixels are in this part. The range of third part is [150-240] 
in which pixels are less and the range is large. Mirror reflection and diffuse reflection are concurrence in this 
part. The range of last part is [240-255], in which the value of pixel is large and only diffuse reflection exists 
in this part. 
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The value of every part is relatively uniform no matter under the condition of normal light or highlight, 
and it only waves in a small limit. The color volatility is expressed as xK : 

 x
x

x

I
K

I
=                                (3) 

xI  is the pixels’ value of every color pass, and xI  is the average skin value. 
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Ω is the region of the pixels, and Nx is the number of pixels in x pass. 
Fig. 3 is the color volatility figure of the component r in rgb space, which is an almost horizontal line. 

The figure of other component is just like Fig. 3, and the value of the facial highlight area also has this 
characteristic.   

The color volatility of every component goes up and down at 1, but the value of the facial pixel overall 
migrates compared to that under the normal light when it is under the condition of the highlight. For this 
reason, some of the skin is not detected by the skin detection. 
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     Fig.3. Color volatility of r in diffuse reflection area. 

Definition of deviation ratio is as follow: 
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s
xI is the value of the highlight pixel, and d

xI is the average value of the standard pixel. X represents the 
pass of r, g, b, and d is the standard color area, and s is the highlight area of the skin. 

The average migration rate is used to detect and corrected the highlight pixels, and Fig. 4 shows the 
highlight area is the one that the average migration rate is high. 
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Fig.4. Color Offset Rate of r. 

Table1: Image Properties of the standard and highlight area 
Name  Standard area Highlight area 
pass r g b r g b 
mean 0.37 0.33 0.26 0.34 0.32 0.31 

Standard 
deviation 0.03 0.01 0.02 0.01 0.01 0.01 

Average 
volatility 2.4% 2.1% 3.8% 3.5% 1.7% 3.2%

Average 
migration 

rate 
— — — 110.2% 86.2% 87.3% 
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From table 1, the average migration rate of pixels no matter in standard area or in highlight area is almost 
the same, but the value of the pixels in highlight area goes up. So the average migration rate that is over 80% 
is chosen to be corrected. 

The highlight pixels need to be corrected when they are detected. First, it needs to classify the brightness 
value Y. The experiment indicates that it is better to classify Y 20 difference each level. Then it needs to 
calculate the average migration rate in each level. At last, the highlight pixels are corrected by the average 
migration rate. 
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 s

x newI is the value of pixels that had been corrected in each pass, s
xI is the value of pixels in highlight 

area, xRate is the average migration rate of pixels in each pass. 

3.4. Eye tracking 
In recent years, many methods have been used to detect and track eyes. The methods can be divided into 

three categories [8]: methods based on template, methods based on appearance and methods based on feature. 
The first step of all these methods is to locate the face, and then to detect and track the eyes. 

Fig. 7 shows that the grayscale images of face are rather clear after two steps including face detection 
and highlight correction. In the aspect of detecting and tracking eyes, this paper first tried to seek the 
horizontal position of the eyes, and then to locate the vertical position. 

First, the face tracking box needs to be divided into two horizontally parts after seeking the 
approximately location of the eyes. Because the eye area lies in top half of the tracking box. Secondly, the 
top half tracking box needs to be divided into left and right parts, and the eyes are sought in the two areas. In 
this way, it not only improves the real-time quality, but also detects the eyes that are not in the same 
horizontal line. At the horizontal direction of the eye, the parts of face in order are skin, the white part of eye, 
eye pupil, the white part of eye and skin, and the variation of gray-scale value on this direction is obvious 
than other ones. This paper uses the algorithm that adding the absolute value of difference value of every five 
pixel together. The horizontal line with the maximum gradient of gray level is the level of the eye. 
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 h d x yΔ （ ， ）is the difference value of every five pixel, hD is the pixel gradient value of every horizontal, 
x1, x2 is the value of starting position and ending position in the search area. 

This paper uses the same method as that used in face tracking after finding the horizontal level of eye. 
First, it sets that the starting point of the eye is the place where the value of 5 sequential pixels is 0(When the 
starting of the eye in horizontal direction is found, this paper sets that the starting point of the tracking is the 
place where it is at the left side of starting point of eye by 10 pixels. Because it makes sure that the eyes are 
fully included in the tracking box). At the same time, the ending point of the right eye is the place where the 
value of 5 sequential pixels is 0. In this way, the horizontal length of single eye detected is X. The aspect 
ratio of eye fissure is at the extent of 29%~42% according to the standard, so the height of tracking box is set 
as 0.5X insuring that the whole eye is included in the tracking box. 

4. Experimental Result 
The method introduced above was validated through the experiment by the embedded system of which 

the core part is TMS320DM642. Fig.5 is the gray image of face detected by the Gaussian model. For the 
influence of the highlight, some of the skin was not detected. If not processed appropriately, the eyes would 
not be tracked successfully. Figs. 6 are the images acquired from face tracking, and the highlight detection 
and correction is processed in the box of face tracking. Figs. 7 are the images acquired after the step of 
highlight detection and correction. It makes sure that eyes can be tracked more accurately. Figs. 8 are images 
of eye tracking acquired from the algorithm used in this paper. 
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Fig.5. Image of face detection. 

         
(a) Profile of face tracking   (b) Front of face tracking 

Fig.6. Images of face tracking. 

         
Fig.7. Images after highlight correction. 

   
Fig.8. Images of eye tracking. 

Table 2: Experimental data 
category Flame 

number
Velocity 

(F/s) 
Precision 

rate 
Uncorrection  100 18 54% 
Correction   100 15 72% 

Table 2 shows that the precision rate of eye tracking after highlight correction is higher than that without 
highlight correction. 

5. Conclusion 
This paper proposed a method with automatic highlight pixel detection and correction to solve the 

problem of eye tracking under highlight condition. First, it took the program of median filter and the 
Histogram equalization to eliminate the interference. Secondly, the color Gaussian model was used to detect 
the face, and then tracked the face with a fast tracking algorithm. Then, it detected and corrected the 
highlight pixels in the face tracking box. Finally, it tracked the eyes in the face tracking box in which the 
highlight pixels had been corrected. Experimental results indicated that this method not only improved the 
problem in face detection, but also enhanced the precision of eye tracking. 
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