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Abstract. Divergence From Randomness is a methodology for constructing nonparametric models of 
Information Retrieval where the term weighting, DFR weight, is derived by measuring the divergence of the 
actual term distribution from that obtained under a random process. A parameter c was introduced in the 
literature as part of the second term frequency normalization, and was shown to have definite values for Web 
test collections. In this paper, research thru testing was done to determine the values of c that give the best 
precision for Text REtrieval Conference (TREC)1 small test collections MED, CISI, Cranfield, LISA, and 
NPL following the submission of the query and query reformulation using relevance feedback. The values 
are determined for different relevance feedback models mainly pseudo, positive, and negative-relevance. 
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1. Introduction 
Probabilistic models were first suggested by Maron and Kuhns [1], and afterwards developed by 

Robertson and Sparck-Jones [2], and Van Rijsbergen [3]. Term’s weights, in a probabilistic model are given 
by a probability [4], and the documents and queries are viewed as vectors. More details on the Probabilistic 
model are found in [2] and [5]. A probabilistic matching function is used to measure the similarity between 
the documents and the query. This matching function estimates the probability that a document will be 
relevant to the query. Therefore, the documents are ranked based on an estimate of the probability of 
relevance of a document to a query [2], as opposed to vector-space model which ranks the documents in 
decreasing similarity of query and document [6]. Probabilistic models have been extended in different 
models mainly Deviation from Randomness (DFR) [4]. 

2. Deviation From Randomness 
DFR is a methodology for constructing nonparametric models of Information Retrieval [4] where the 

term weighting is derived by measuring the divergence of the actual term distribution from that obtained 
under a random process. One main advantage of using nonparametric approach is the generation of different 
models using different choices of probability distribution. DFR has five basic IR models: Bernoulli Model of 
Randomness, Binomial, Bose–Einstein, the Inverse document Frequency model, tf-idf (In), the Inverse term 
frequency model, tf-itf (IF),  and the Inverse expected document frequency model , tf-expected idf (In_exp).  

One of the probabilistic weighting models for IR in the DFR framework [4] is the Bernoulli model. The 
Bernoulli Model is approximated by two other models. The first one is the approximation of the binomial – 
Poisson model (P) and the second is the Divergence approximation of the binomial (D). It is shown in [4] 
that these two approximation models perform equally under all normalizations. In this paper, we employ the 
DB2 and in further work we plan to experiment with other weighting models [4] different than the Bernoulli 
model. The next section describes the weighting model DB2 with the corresponding equations. 

                                                           
1 Information can be found at http://trec.nist.gov/ 
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2.1. DB2 Document Weighing Model 
The DB2 document weighting model is the Bernoulli Model of Randomness approximated by the 

Divergence approximation of the binomial (D) with first normalization using the Ratio B of two binomial 
distributions (B) and with the second term frequency normalization (2). The parameter c is an adjustable 
parameter (hyperparameter) that could be set automatically [7] [8]. The value of c differs with different sizes 
of topics. In [9] for example, c is set to 1 for title-only topics and 7 for long topics. In Terrier [10], a list of 
estimated parameter values on TREC collections is given, and accordingly, c is set to 13.13 for WT10G and 
1.28 for GOV (title-only queries). However, more research was done in this paper to determine the best 
values for the small test collections Medline, CISI, Cranfield, LISA, and NPL.  

3. Experimental Design  

3.1. Test Collections 
Many test collections with different numbers of documents and terms are available for testing an IR 

system [11]. The experiments in this paper are conducted on some of these test collections. The commonly 
used small test collections for testing an IR system are the Medline, Cranfield, and CISI. These are of small 
to medium size with just over a thousand documents with an average size of 1 Megabytes. Some of the 
information related to these test collections are summarized below (Table 1): 

Table 1. Details of Small Test Collections 
Test 
Collection 

Size in 
Megabytes

No of 
Documents 

No of 
queries 

No of 
Terms 

Topics 

Medline 1.05 1,033 30 8,915 Medicine 
Cranfield 1.40 1,400 225 4,217 Aeronautical engineering 
CISI 1.98 1,460 76 5,591 Information Science 
NPL 3.02 11,429 93 7,934 Electronic Engineering 
LISA 3.04 6,003 35 11,291 Library & Information Science 

There is a standard set of queries, and for each query, experts have chosen which documents are relevant, 
and this information is useful for evaluating machine performance. These documents are put in a relevance 
judgment list. Medline, for example, comes with 30 queries and a relevance judgment list of 696 entries (on 
the average 23 relevant documents per query). The table shows also the number of queries and relevance 
judgment lists for these collections. After the indexing process, the test collections contain different numbers 
of terms. Medline for example consists of 1033 documents with 8915 unique terms.   

3.2. Querying and Relevance Feedback 
When submitting a query in DFR, documents are ranked using the DB2 document weighting model from 

the DFR framework as explained in section 2 “Divergence From Randomness”. When reformulating a query 
in a probabilistic model, probabilistic weights of the documents’ terms are re-weighted based on the 
documents chosen relevant by the user. Consequently, the similarity coefficient for a given document is 
obtained by summing these new weights and the documents with the highest weights are highly ranked in the 
list. The relevant process, used in this paper for the probabilistic model uses Information-theoretic query 
expansion [12]. It calls the topmost documents to be assessed the “Elite set T of documents” and the most 
informative terms are selected by using the information theoretic approach to automatic query expansion [12] 
based on the Kullback-Leibler divergence function KL [9]. As a result, the documents with the highest 
weights are highly ranked in the list. 

4. Experimental Analysis  
Retrieval performance is measured using precision at recall level 0.1, precision at recall level 0.3, and the 

Interpolated Mean Average Precision (MAP) which is the average precision at recall levels=0.0, 0.1… 1.0 
[13]. The assessment is done as follows: A query is run, resulting in a ranking of documents. In simulated-
positive feedback, the relevant ones (these are found in the list of user judgments that comes with the test 
collection) from the top N retrieved are selected, whereas in PRF the top N documents are selected as 
relevant. Consequently, these relevant ones are used to modify the query and a new retrieval is done. In a 
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simulated-negative feedback, the terms found in the non-relevant ones in the top N documents are removed 
from the modified query. The recall and precision figures are shown in the experiments at different levels of 
recall such as 0.1 (10% recall) and 0.3 (30% recall). 

5. Experimental Results 
For each test collection, different values of c were found for querying, pseudo, simulated positive-

feedback, and simulated negative-feedback. In this paper, a single value for c was chosen for each test 
collection based on the following criterion: the value should give the best precision at recall values 0.1 (10% 
recall), 0.3 (30% recall) in addition to a high MAP value, however, at 10% recall under pseudo-relevance 
feedback was given a precedence. For the Medline collection, and for the querying process, a value of c 
between 1.2 and 2.1 gives the best precision at recall value 0.1 (precision at 10% recall equal 0.88). Whereas 
for simulated pseudo-feedback, the best precision at recall value 0.1 (Figure 1) is given when c is 2.8.  

Medline - Query
c 0.3 1.2 ↔ 1.6 1.8 ↔ 2.1 Max

MAP 0.55 0.56 same 0.56 0.56 same 0.56 0.56
P@10 0.86 0.88 same 0.88 0.88 same 0.88 0.88
P@30 0.75 0.71 same 0.71 0.71 same 0.71 0.75

Medline - Pseudo Feedback Medline - Positive Feedback Medline - Negative Feedback
c 2.8 Max 1 1.1 2.5 Max 0.5 Max

MAP 0.29 0.29 0.3 0.3 0.29 0.3 0.19 0.19
P@10 0.67 0.67 0.68 0.68 0.66 0.68 0.41 0.41
P@30 0.43 0.43 0.44 0.43 0.45 0.45 0.27 0.27  

Figure 1. Value of Parameter c assigned to Medline Test Collections 

As for the Cranfield test collection, the best precision for pseudo-feedback at recall value 0.1 (Figure 2) 
is when c is between 4.8 and 5.8. 

Cranfield - Query Cranfield - Pseudo Feedback
c 0.1 0.2 1.2 ↔ 3.9 Max 1.4 4.8 ↔ 5.8 Max

MAP 0.09 0.09 0.08 same 0.08 0.09 0.08 0.07 same 0.07 0.08
P@10 0.17 0.17 0.18 same 0.18 0.18 0.13 0.21 same 0.21 0.21
P@30 0.11 0.11 0.09 same 0.08 0.11 0.1 0.08 same 0.08 0.1

Cranfield - Positive Feedback Cranfield - Negative Feedback
c 0.6 0.7 1.1 3.4 ↔ 4.1 Max 1.7 ↔ 1.9 Max

MAP 0.06 0.06 0.07 0.06 same 0.06 0.07 0.08 same 0.08 0.08
P@10 0.15 0.15 0.14 0.15 same 0.15 0.15 0.13 same 0.13 0.13
P@30 0.05 0.06 0.11 0.07 same 0.06 0.11 0.09 same 0.09 0.09  

Figure 2. Value of Parameter c assigned to Cranfield Test Collections 

For the CICS test collection. The best precision for pseudo-relevance feedback at recall level 0.2 (Figure 
3) is when c equal to 4.2. Almost any value of c will give a good precision for Positive-feedback. For LISA 
and NPL test collections the value of c is almost the same at recall level 0.1 (Figures 4 and 5) whenever 
Pseudo-feedback is applied; for LISA for instance, c is between 7.3 and 7.9 whereas for NPL c is between 
7.4 and 7.6 

CISI - Query CISI - Pseudo  Feedback
c 1.9 3.1 3.2 Max 4.2 Max

MAP 0.19 0.19 0.19 0.19 0.15 0.15
P@10 0.35 0.36 0.36 0.36 0.25 0.25
P@30 0.22 0.21 0.21 0.22 0.17 0.17

CSCI - Positive  Feedback CISI - Negative Feedback
c 1.1 ↔ 2.3 3.1 ↔ 4.5 Max 1.7 ↔ 1.9 Max

MAP 0.14 same 0.14 0.14 same 0.14 0.14 0.08 same 0.08 0.08
P@10 0.26 same 0.26 0.26 same 0.26 0.26 0.13 same 0.13 0.13
P@30 0.17 same 0.17 0.17 same 0.17 0.17 0.09 same 0.09 0.09  

Figure 3. Value of Parameter c assigned to CISI Test Collections 
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LISA - Query LISA - Pseudo Feedback

c 0.3 2.2 ↔ 2.5 Max 3 ↔ 4.6 5.5 7.3 ↔ 7.9 Max

MAP 0.15 0.17 same 0.17 0.17 0.05 same 0.05 0.05 0.05 same 0.05 0.05

10% 0.38 0.34 same 0.34 0.38 0.1 same 0.1 0.11 0.11 same 0.11 0.11

30% 0.2 0.25 same 0.25 0.25 0.06 same 0.06 0.05 0.05 same 0.05 0.06

LISA - Positive Feedback LISA - Negative Feedback

c 2.9 ↔ 4.6 7.3 ↔ 7.5 Max 0.1 ↔ 2.5 5.6 ↔ 8 Max

MAP 0.05 same 0.05 0.05 same 0.05 0.05 0.01 same 0.01 0.01 same 0.01 0.01

10% 0.12 same 0.1 0.13 same 0.13 0.13 0.01 same 0.01 0.01 same 0.01 0.01

30% 0.06 same 0.06 0.05 same 0.05 0.06 0.01 same 0.01 0.01 same 0.01 0.01  

Figure 4. Value of Parameter c assigned to LISA Test Collections 

NPL - Query NPL - Pseudo Feedback
c 3.6 ↔ 4 Max 7.4 ↔ 7.6 Max

MAP 0.27 same 0.27 0.27 0.14 same 0.14 0.14
10% 0.54 same 0.54 0.54 0.33 same 0.33 0.33
30% 0.34 same 0.34 0.34 0.18 same 0.18 0.19

NPL - Positive Feedback NPL - Negative Feedback

c 3 ↔ 6.6 7.2 ↔ 8 Max 2.4 ↔ 3 Max

MAP 0.14 same 0.14 0.15 same 0.15 0.15 0.04 same 0.04 0.04

10% 0.31 same 0.31 0.34 same 0.34 0.34 0.07 same 0.07 0.07

30% 0.19 same 0.19 0.18 same 0.18 0.19 0.05 same 0.05 0.05  

Figure 5. Value of Parameter c assigned to NPL Test Collections 

Table 2 shows the values of the parameter c used in the experiments. The precision values are at recall 
value 0.1 (10% recall) using Pseudo Feedback. 

Table 2. Value of Parameter c assigned to Small Test Collections 

Test Collection Precision @ 10 Value of parameter c 
Medline 0.67 2.8 
Cranfield 0.21 4.8 ↔ 5.8 
CISI 0.25 4.2 
LISA 0.11 5.5 and 7.3 ↔ 7.9 
NPL 0.33 7.4 ↔ 7.6 

Figures 1, 2, 3, 4 and 5 show the best values of c for the small test collections with precision given at 
recall value 0.1 (10% recall), and recall value 0.3 (30% recall) along with the MAP values. In these tables the 
maximum precisions are shaded with grey. 

6. Conclusions 
In this paper, the DB2 weighting model in the DFR framework is used as the probabilistic model. In the 

weighting scheme of this model, the parameter c was introduced as part of the second term frequency 
normalization, exclusively in the variable tfn (see equation 5). It was shown in [7] [8] that this parameter has 
definite values for WT10G and WT18G. Research thru testing was done in this paper to determine the values 
of c that give the best precision after submitting the query and reformulating the query using relevance 
feedback. The test is done on small test collections for different relevance feedback features mainly pseudo, 
positive, and negative-relevance feedback.  

The best values of c are determined for these small test collections with precision given at recall value 
0.1 (10% recall), and recall value 0.3 (30% recall) along with the MAP values. These values are shaded with 
grey in figures 1, 2, 3, 4 and 5. Table 2 shows the final best values of the parameter c at recall value 0.1 (10% 
recall) chosen in the experiments 
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