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Abstract. Numerical computing is one of the key tools in engineering designs. Due to its utmost importance, researchers have been developing libraries, programming languages, and development environments for numerical computing. Though numerical computing libraries are mature enough for real-world engineering applications, numerical programming languages are not as matured as numerical computing libraries. Today’s numerical programming languages are associated with issues, such as poor runtime performance, poor security, and poor utilization of multithreading capabilities of modern processors. In order to address these issues we developed a new programming language named MatPro. Further, a prototyped compiler was developed for the MatPro programming language and multithreading capabilities was integrated into the MatPro compiler. The multithreaded programming model introduced for this language is based on the dynamic multithreaded programming model. Presently, performance of the MatPro compiler is equal to the performance of the C# compiler and we will be working on enhancing the performance of our compiler.
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1 Introduction

Numerical computing is one of the key tools in engineering designs. Due to the importance of numerical computing in today’s context, researchers have developed a lot of languages and tools for numerical computing. Presently MATLAB [1], Octave [2], and SciLab [3] are the most popular tools for numerical computing. Though these languages are popular amongst engineers and scientists, some shortcomings are associated with these languages. All the languages mentioned above are weakly dynamically typed programming languages. Conrad Sanderson [4] has mentioned issues associated with weakly dynamically typed programming languages. According to him it is possible to write programs in MATLAB or Octave that cannot be completely checked for correct syntax usage at compile time and hence increases the risk of breakage in any deployed programs, or runtime errors occurring during lengthy experiments. Furthermore, all the languages mentioned above are interpreted programming languages. Even though interpreted languages are good for developing prototypes in a short time frame, interpreted languages are not good enough for high-performance applications. Therefore, researchers who develop numerical prototypes in languages such as MATLAB and Octave, in the end ported these prototypes into compiled languages such as C or C++ [4]. Today almost all the computer processors come with more than one processing core. Therefore, in order to get the maximum performance from these processors, effective use of multithreading is essential. Presently all the above mentioned programming languages do not support language level support for multithreading.

Therefore, in order to address these issues we have developed a new programming language called MatPro. MatPro is a strongly and statically typed multithreaded programming language, specially designed for numerical computing. MatPro’s multithreaded programming model is based on the dynamic multithreading semantic introduced by Charles E. Leiserson and et al [5]. Source programs written in the MatPro language
are compiled to the Common Intermediate Language (CIL) [6], and run inside the Common Language Infrastructure (CLR) [6].

The rest of the paper is organized as follows. In Section II we will be presenting an overview of currently available languages and tools for numerical computing. In Section III we will be discussing the main features of the MatPro programming language. In Section IV we will be discussing the design and construction of the MatPro compiler. In Section V we will be discussing the performance of MatPro compiler. Finally, in Section VI we conclude our paper by discussing the limitations and further improvements of the MatPro language and the MatPro compiler.

2 Related Work

In this section we will discuss several important libraries and programming languages designed for numerical computing.

Linear Algebra PACkage (LAPACK) [7] is one of the popular software libraries for numerical linear algebra. It was originally written in FORTRAN77 [8] and later ported to other languages such as C [9] and C++ [10]. The main goal of LAPACK package is to design and implement a portable and efficient numerical linear algebra package for high-performance computing. LAPACK was designed to be a general purpose library for linear algebra. Therefore, verbosity of the programming interfaces of LAPACK is very high. Hence, it is very hard and error prone to use LAPACK for day to day use.

Armadillo [4] is an open source linear algebra library written in C++ programming language. It was specifically designed for computationally intensive numerical computing applications. One of the main objectives of the Armadillo library is to have a good balance between speeds and ease of use. Since Armadillo is designed to work with the C++ programming language, it is not possible for people who don’t have a good C++ knowledge to use the Armadillo library for their applications.

MATLAB is a numerical computing environment, and a fourth generation programming language designed and developed by MathWorks Inc [11]. MATLAB consists of a rich set of features in order to manipulate matrices, plotting graphs, data manipulation, and experimenting with algorithms. MATLAB makes it quite easy to code complicated algorithms involving vectors and matrices. The MATLAB programming language is a weakly, dynamically typed interpreted programming language.

GNU Octave is a high-level language primarily designed for numerical computing. Octave provides a set of tools for solving common numerical linear algebra problems, such as finding roots of nonlinear equations and manipulating polynomials. It is freely available under the GNU General Public License (GPL) [2].

As mentioned in Section I, Conrad Sanderson [4] has discussed issues associated with MATLAB and Octave.

3 MatPro language

The philosophy of the MatPro language is that, people with little knowledge in programming, should be able to write non-trivial mathematical programs in multithreaded fashion with minimum effort. Further, the MatPro compiler should be able to generate typed-safe executable programs with acceptable level of performance.

MatPro’s built-in data types are int, double, string, bool, and mat. In addition to these, arrays are also a supported data type in the MatPro language. Further, MatPro comes with selection and iterative constructs. For example, for iterations MatPro uses the for and while loops whilst, for selection MatPro uses the if-else construct.
In addition to the common scalar operations, MatPro is capable of handling most of the common matrix operations. For example, the following MatPro program solves a system of linear equations.

3.1 Multithreaded Programming in MatPro

One of the key features of MatPro language is its multithreading support. Unlike other mathematical programming languages, multithreading is a built-in feature in the MatPro language. The multithreading programming model in MatPro is based on the dynamic multithreading model described by Charles E. Leiserson and et al [5].

spawn, sync, and parallel are the main keywords used in the dynamic multithreading model. The keywords spawn and sync, are used to represent nested parallelism, whereas the parallel keyword is used to represent parallel loops. According to Charles E. Leiserson and et al [5], the dynamic multithreading model has some advantages over other multithreading models as given below:

- Simple extension to serial programs using three keywords. The programmer can describe multithreading programs by adding three keywords to the serial version of the program.
- Many multithreading algorithms involving nested parallelism follow naturally from the divide-and-conquer paradigm.
- The model is faithful to how parallel-computing practice is evolving.

In this research we have implemented nested parallelism using the spawn, and sync keywords. Parallel loops will be implemented in the next version of the language. In the rest of the section we will be presenting several parallel programs written in the MatPro language.

Program 2 shows a simple multithreaded program written in the MatPro language. The program spawns two threads and two methods identified as MethodOne, and MethodTwo are running on these two threads. Furthermore, at the end of the program the two methods return their output to the main thread. The sync statement blocks the main thread, till the two spawned threads complete their work.

Program 3 calculates the Fibonacci sequence using the multithreaded approach. The Fib method takes an integer as an argument say x and returns xth Fibonacci number of the Fibonacci sequence. The Fib method spawns a separate thread to calculate Fib(x-1) and waits at sync until Fib(x-1) returns its value.

4 MatPro Compiler

The MatPro compiler is completely written in the C# programming language. In order to improve the compilation speed and the flexibility of the compiler code base, we implemented the scanner and the parser of the MatPro compiler by hand. Since MatPro is a strongly, statically typed programming language, type checking is essential and it should be done during the compile time. The MatPro compiler performs type checking while building the Abstract Syntax Tree (AST) [12]. The next two phases of the compiler are building the intermediate representation from the parse tree and performing machine independent optimization. We have omitted these two steps due to the following reasons:

- Safonov, Vladimir O. [13] has pointed out that"Due to the two-step architecture of code generation on Microsoft.NET–compile-time generation of MSIL code and runtime generation (JIT compilation) of the native target platform code–the developers of the compiler from a source language to MSIL may not take care of any optimizations. All optimizations are delayed until runtime and JIT compilation.”
Converting AST to a low level representation such as three address code will not add any value addition, since the MatPro compiler doesn’t do any machine independent optimization due to the reason mentioned above. Furthermore, converting AST to a low level representation will add an extra overhead to the compilation process of MatPro programs.

Therefore, instead of converting to a low level intermediate representation such as, three address code and performing machine independent optimization, we directly generate the CIL by walking the AST using the visitor pattern [14].

4.1 Generating CIL for MatPro Programs

Code generation for MatPro programs can be divided into two parts: code generation for serial MatPro programs and code generation for parallel MatPro programs.

Generating CIL for the serial MatPro source codes is a straightforward process. For example, consider the MatPro program shown in Program 4.

<table>
<thead>
<tr>
<th>Program 4 Integer addition in MatPro</th>
</tr>
</thead>
<tbody>
<tr>
<td>int x = 10</td>
</tr>
<tr>
<td>int y = 20</td>
</tr>
<tr>
<td>int result = x + y</td>
</tr>
</tbody>
</table>

Figure 1 shows the generated CIL for the above MatPro program. According to the generated CIL, it first loads the constant 10 into the evaluation stack and stores it in the variable x. Similarly, it loads 20 into the evaluation stack and stores it in the variable y. Next it loads variable x and y into the evaluation stack and does the addition operation. Finally it stores the output of the addition in the result variable.

```
IL_0000: ldc.i4 10
IL_0005: stsfld int32 MatProCompiler::x
IL_000a: ldc.i4 20
IL_000f: stsfld int32 MatProCompiler::y
IL_0014: ldsfld int32 MatProCompiler::x
IL_0019: ldsfld int32 MatProCompiler::y
IL_001e: add
IL_0023: stsfld int32 MatProCompiler::result
IL_0028: ret
```

Figure 1 CIL code for adding two integers

Similarly we can produce CIL for serial codes involving matrix operation. For implementing matrix operations such as matrix addition, matrix inversion we used a separate library called Math.NET Numerics [15].

Generating CIL for the parallel MatPro code is complicated compared to generating CIL for serial MatPro programs. Further, even though it is possible to implement multithreading using basic facilities provided by CIL, it is more manageable when using a separate threading library for this purpose. In the .NET platform the most convenient and efficient library for parallel programming is the Task Parallel Library (TPL) [16]. TPL scales the degree of concurrency dynamically in order to most efficiently use all the processors available in the system [17]. Further, TPL handles partitioning of the work, scheduling of threads in the Thread Pool, cancellation support, state management, and other low-level details [17]. As described in section III, most of the dynamic multithreading features are present in TPL. This was the main reason for using TPL for implementing multithreading in the MatPro compiler.

5 Performance of MatPro Compiler

Same as other software packages, compilers also should be tested and evaluated before being used for real-world applications. Therefore, we have conducted several performance tests in order to gauge the performance of the MatPro compiler. All the tests were carried out under the following conditions:

- Computer Speed: Intel(R) Atom (TM) CPU N450 @ 1.66GHz.
- Compiler Memory: 2 GB.

5.1 Performance of Matrix Operations
We have selected several computationally intensive matrix operations in order to measure the performance of matrix operations. Matrix operations of the MatPro language are compared with matrix operations of the C# language and C++ language. For implementing the matrix operations in C#, we used the Math.NET Numerics [15] matrix library, which is the same library we used to implement the matrix data type in the MatPro language. For implementing matrix operations in C++ language, we used the Armadillo [4] matrix library. In this section we will describe these matrix operations and will present the relative performance of these operations between MatPro, C#, and C++ languages. Table I shows the matrix operations used for matrix benchmarking.

**TABLE I. MATRIX OPERATIONS USED FOR BENCHMARKING**

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix Multiplication</td>
<td>Matrix size starts with 2x2 square matrix and double the matrix size in each iteration up to 1024x1024.</td>
</tr>
<tr>
<td>Matrix Inversion</td>
<td>Matrix size starts with 2x2 square matrix and each iteration double the matrix size up to 1024x1024.</td>
</tr>
</tbody>
</table>

Graphs in Figure 2, and Figure 3 shows the performance comparisons between the three languages for matrix multiplication and inversion. According to these two graphs matrix multiplication and inversion performances of C# and MatPro languages are identical. Moreover, matrix multiplication and inversion performance of C++ language is better than C# and MatPro languages.
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**Figure 2** Performance comparison of matrix multiplication  
**Figure 3** Performance comparison of matrix inversion

### 5.2 Performance of Parallel Programs

In this section we present the performance of parallel programs written in MatPro language. We used four programs and each program was implemented in both parallel and serial fashion. Then we used these eight programs as a benchmark in order to take measurements and compare the performance between parallel and serial programs. Table II shows the descriptions of these programs.

**TABLE II. PROGRAMS USED FOR BENCHMARKING PARALLEL AND SERIAL PROGRAMS IN MATPRO**

<table>
<thead>
<tr>
<th>No.</th>
<th>Program name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Ackermann [18]</td>
<td>Calculates Ackermann(3,13) three times in both parallel and serial techniques.</td>
</tr>
<tr>
<td>2</td>
<td>Trapezoidal Rule [19]</td>
<td>Calculates ((\log (1/ x^3) - \log (1 /x^2))) from 1.0 to 10000.0 both in parallel and serial techniques.</td>
</tr>
<tr>
<td>3</td>
<td>Simpson’s rule [19]</td>
<td>Calculates ((\log (1/ x^3) - \log (1 /x^2))) from 1.0 to 10000.0 both in parallel and serial techniques.</td>
</tr>
<tr>
<td>4</td>
<td>Bubble sort [5]</td>
<td>Sorting 10 integer arrays, each consists of 50,000 elements using both parallel and serial techniques.</td>
</tr>
</tbody>
</table>
The runtime performances of above benchmarks are shown in Figure 4. According to Figure 4 it is clear that, multithreading in MatPro has improved the performance of programs discussed in Table II. Further, it is to be noted that, it is not possible to convert any serial program into a parallel program and improve the performance. But if there is a possibility to convert a serial program to a parallel program without destroying the semantics of the serial program, it is possible to gain a good performance improvement by using parallel programs in MatPro language.

6 Conclusion and Future Works

In this paper we presented a new programming language called MatPro for numerical computing. The main feature of the MatPro language is its built-in support for multithreading. MatPro’s multithreading model is based on the dynamic multithreading model.

Designing, implementing, and testing a programming language and a compiler within a very short time period is not possible. Therefore, we can observe several limitations in the current version of the compiler. Among those limitations, inadequate performance of matrix operations is the most noticeable limitation of the MatPro compiler. Presently we are using Math.Net Numerics [15] library for implementing the matrix data type in the MatPro compiler. According to our testing, performance of matrix operations in MatPro language depends on the performance of the Math.Net Numerics library. Therefore, in the future we will be using a high-performance library for implementing matrix data type in the MatPro compiler.

Furthermore, we will be adding new features to the MatPro in order to improve the performance and expressiveness of the MatPro language. Among those features, the most important features are given below:

- Present version of the compiler doesn’t support exception handling. In order to develop robust programs in MatPro we believe exception handling is an essential feature we need to add to the MatPro compiler.
- Present version of the compiler doesn’t support file I/O operations. Therefore, we will be adding this feature in the next version of the compiler.
- Ability to calling precompiled MatPro libraries from a MatPro program is an essential feature missing in the current version of the MatPro compiler. We will be implementing this in the next version of the MatPro compiler.
- Since MatPro compiler generates intermediate language instructions for Microsoft’s .NET platform, it is an added advantage to facilitate inter-operability between MatPro and other .NET languages.
- The present version of the compiler has very limited mathematical functions. In the next version of the MatPro compiler we will add a lot more mathematical functions to the MatPro compiler.
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