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Abstract. Computational grid is a growing technology in large-scale computing environment, as it provides more flexibility and easier access to distributed computing resources at a lower cost. In grid computing, applications are regarded as workflows. Scheduling complex workflows plays an important role in the performance of grid applications. In this paper we propose a meta-heuristic scheduling method based on a novel evolutionary algorithm called Imperialist Competitive Algorithm (ICA). ICA enhances the global search capability and it balances the exploration and exploitation abilities of the scheduling algorithm. Many of existing workflow scheduling algorithms can only tackle the problems with a single QoS parameter. Proposed scheduling algorithm deals with two important problems: cost optimization under deadline constraint, and execution time optimization under budget constraint. Experiment results illustrate the algorithm performance and feasibility for scheduling workflow applications and solving constrained satisfaction problems. Furthermore, solved examples represent that ICA can be effectively used to solve optimization problems with discrete variables.
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1. Introduction

Grid computing is a form of distributed computing whereby resources of many computers in a network are used at the same time to solve a single problem. Grid systems can be though of as distributed and large-scale cluster computing, while they tend to be more loosely coupled, heterogeneous, and geographically dispersed compared to conventional cluster computing systems.

Grid computing is making big contributions to scientific research, helping scientists around the world to analyze and store massive amounts of data by sharing computing resources. Potential fields of scientific Grid and Cloud applications are climate and environment, genome research, energy research and nanocomputing. Grid Computing enables users to access and deploy applications from anywhere in the world on demand at competitive costs depending on users Quality of Service (QoS) requirements [1].

To exploit the non-trivial power of Grid resources, effective task scheduling approaches are necessary. The interaction between different services provided by computational grid requires resource management and scheduling solutions which allow the coordinated usage of the services.

When processing a computing application in grids, we often regard the application as a workflow. Workflows constitute a common model for describing a wide range of applications in distributed systems. Usually, a workflow is described as a Directed Acyclic Graph (DAG) in which each computational task is represented by a node, and each data or control dependency between tasks is represented by a directed edge between the corresponding nodes [2].

Workflow scheduling is one of the key issues in the management of workflow execution. Scheduling is a process that maps and manages execution of inter-dependent tasks on distributed resources. It allocates
suitable resources to workflow tasks so that the execution can be completed to satisfy objective functions specified by users. Proper scheduling can have significant impact on the performance of system [3].

In this paper we propose a new workflow scheduling approach based on a newly developed evolutionary algorithm called Imperialist Competitive Algorithm (ICA) [4-6] to solve performance optimization problem in scientific workflows.

The rest of this paper is organized as follows: Section 2 presents the related work. Section 3 gives an introduction to the Imperialist Competitive Algorithm (ICA). In Section 4, the proposed algorithm is described. Experimental evaluation is represented in Section 5 and the advantages of ICA are discussed. At the end in Section 6 the conclusions are presented.

2. Related Works

In general, the problem of mapping tasks on distributed services belongs to a class of problems known as NP-hard problems [7]. For such problems, no known algorithms are able to generate the optimal solution within polynomial time. Solutions based on exhaustive search are impractical as the overhead of generating schedules is very high. In Grid environments, scheduling decisions must be made in the shortest time possible, because there are many users competing for resources, and time slots desired by one user could be taken up by another user at any moment [3].

Due to the importance of workflow applications, many Grid projects such as Pegasus [8], ASKALON [9], and GrADS [10] have designed workflow management systems to define, manage, and execute workflows on the Grid. Meta-heuristic methods are also used to tackle this problem. Although these methods have a good performance, they usually are more time consuming.

In Quan et al. [11], the performance of six different algorithms, i.e., Tabu Search, Simulated Annealing, Iterated Local Search, Guided Local Search, Genetic Algorithm and Estimation of Distribution Algorithm are compared with each other in solving the problem of cost optimization under deadline constraint.

Chen et al. [12] proposed an Ant Colony Optimization (ACO) algorithm, which considers three QoS parameters: time, cost and reliability. The algorithm optimizes one of the parameters under constraints defined for the other ones.

Pandey et al. [13] used Particle Swarm Optimization (PSO) for workflow scheduling. This algorithm takes into account only the cost parameter and does not include the time parameter in its optimization process.

Yu et al. [14] used Genetic Algorithm to solve workflow scheduling problem considering two QoS parameters: time and cost. This algorithm determines a constraint for one of the parameters and tries to optimize the other one.

Among all intelligent algorithms, the Imperialist Competitive Algorithm (ICA), proposed by [4], leads to better results in optimization. Algorithms such as GA, ACO and PSO and their combinations have been repeatedly used in optimization problems. In contrast, the potentiality of the young ICA has yet to be studied in its entirety. In this paper we use ICA for scheduling workflows considering two important QoS parameters: time and cost. We test the ability of ICA to solve constraint based problems and to deal with discrete values.

3. Imperialist Competitive Algorithm

Imperialist Competitive Algorithm (ICA) [4] is a new evolutionary algorithm which is based on the human's socio-political evolution. This section provides a brief description of ICA and its operators.

The algorithm starts with an initial random population called countries. In an \(N_{var}\) dimensional optimization problem, a country is a \(1 \times N_{var}\) array. This array is defined as following

\[
\text{country} = [P_1, P_2, P_3, P_4, \ldots, P_{N_{var}}].
\]

where \(P_s\)s are the variables to be optimized. Each country's cost is found by evaluating the cost function \(f\) at variables \((P_1, P_2, P_3, P_4, \ldots, P_{N_{var}})\). So we have

\[
\text{cost} = f(\text{country}) = f(P_1, P_2, P_3, P_4, \ldots, P_{N_{var}}).
\]
The algorithm starts with $N_{pop}$ initial countries. The $N_{imp}$ of the most powerful countries are chosen to form the empires. The remaining $N_{col}$ of the countries will be the colonies each of which belongs to an empire. The initial distribution of the colonies between imperialists is based on the imperialists’ power. For this purpose, the normalized cost of an imperialist is defined as

$$C_n = c_n - \max \{c_i\} .$$

where $c_n$ is the cost of $n$th imperialist and $C_n$ is its normalized cost. Having the normalized cost, the normalized power of each imperialist is calculated by

$$P_n = \frac{C_n}{\sum_{i=1}^{N_{imp}} C_i} .$$

From another point of view, $P_n$ is the portion of colonies that should be possessed by the imperialist. Then, the initial number of colonies of an empire will be

$$N.C_n = \text{round} \{ P_n.N_{col} \} .$$

where $N.C_n$ is the initial number of colonies of $n$th empire. To distribute the colonies, $N.C_n$ of colonies are randomly chosen and given to $\text{imperialist}_n$.

The total power of each imperialist is determined by the empire power plus percents of its colonies average power.

$$T.C_n = \text{Cost(imperialist}_n) + \xi \text{mean}\{\text{Cost(colonies of empires}_n)\} .$$

where $T.C_n$ is the total cost of the $n$th empire and $\xi$ is a positive small number. A little value for $\xi$ causes the total power of the empire to be determined by just the imperialist and increasing it will increase the role of the colonies in determining the total power of an empire. The value of 0.1 for $\xi$ has shown good results in most of the implementations.

### 3.1. Assimilation

The imperialist countries absorb the colonies towards themselves using the absorption policy shown in Fig. 1. This policy causes the countries move towards their minimum optima. In Fig. 1 the new position of a colony is shown in a darker colour. The direction of the movement is a vector from the colony to the imperialist. In Fig. 1, $x$ is a random variable with uniform (or any proper) distribution. Then

$$x \sim U(0, \beta \times d) .$$

where $\beta$ is greater than 1 and is near to 2.

To increase the ability of searching more area around the imperialist, a random amount of deviation ($\theta$) is added to the direction of movement. Parameter $\theta$ has a uniform (or any proper) distribution. Then

$$\theta \sim U(\gamma, -\gamma) .$$

where $\gamma$ is a parameter that adjusts the deviation from the original direction.

### 3.2. Revolution

In each iteration some of the weakest colonies are selected to be replaced with new ones, randomly. The replacement rate is named as the revolution rate.

The revolution increases the exploration of the algorithm and prevents the early convergence of countries to local minimums. The revolution rate in the algorithm indicates the percentage of countries in each colony which will randomly change their positions.

Fig. 1: Moving colonies toward their relevant imperialist in a randomly deviated direction [4]
While moving toward the imperialist or during the revolution process, a colony might reach to a position with lower cost than the imperialist. In this case, the imperialist and the colony change their positions. Then the algorithm will continue by the imperialist in the new position and the colonies will be assimilated by the imperialist in its new position.

3.3. Imperialistic Competition

In this algorithm, the imperialistic competition has an important role. During the imperialistic competition, weak empires will lose their power and their colonies. To start the competition, first a colony of the weakest empire is chosen and then the possession probability of each empire is calculated. The possession probability \( P_P \) is proportionate to the total power of the empire. The normalized total cost of an empire is simply obtained by

\[
N.T.C_n = T.C_n - \max\{T.C_i\} .
\]

where \( T.C_n \) and \( N.T.C_n \) are total cost and normalized total cost of \( n \)th empire, respectively. Having the normalized total cost, the possession probability of each empire is given by

\[
P_{p_n} = \frac{N.T.C_n}{\sum_{n=1}^{N_{\text{imp}}} N.T.C_i} .
\]

After a while all the empires except the most powerful one will collapse and all the colonies will be under the control of this unique empire. In such a condition the imperialist competition ends and the algorithm stops.

From a specific point of view, ICA can be thought of as the social counterpart of genetic algorithms. ICA is a mathematical model and a computer simulation of human social evolution, while GA is based on the biological evolution of species. Considering this, we will compare the ICA and GA scheduling results in section 5.

4. Proposed Algorithm

Most of scheduling algorithms minimize only a single QoS parameter and neglect all the others. But typically, service providers charge higher prices for higher quality of service they offer. So it is reasonable to enable users to specify which parameter they prefer to minimize. Sometimes they may prefer to use cheaper services with a lower QoS that is sufficient to meet their requirements.

In this study we address both execution time and execution cost of a workflow. In the proposed model a user can specify a budget or deadline constraint and optimize the other QoS parameter. In deadline constraint mode, total execution time of workflow must not be larger than a user-defined deadline. In this case user prefers to optimize the execution cost of the application. On the other hand in budget constraint mode, the total cost of the workflow must not be larger than the user-defined budget. In this case the user prefers to optimize the execution time of the application. So the objective of the proposed algorithm is to find a schedule that satisfies the user-defined QoS constraint as well as optimizes the user preferred QoS parameter.

A workflow is modelled as a DAG which is implemented as a 2D matrix named \( WF \). Fig. 2 represents three sample workflows used in the experiments. The set of nodes \( V=\{T_1,T_2,...,T_n\} \) corresponds to the tasks of the workflow. A relationship between \( T_i \) and \( T_j \) can be represented by \( WF[i,j] \).

The set of services available is represented as \( S=\{S_1,S_2,...,S_m\} \). Each task in the workflow requires a
certain type of service. For example, as it is shown in Fig. 2(c) task \( T_1 \) requires service type \textit{SignalP} while task \( T_6 \) requires \textit{Prospero}. Each service type is supported by different service providers with varied processing capability delivered at different prices.

A schedule is implemented as an array as depicted in Fig. 3. Each task is represented by an array element and the number in each element represents the service assigned to the task.

4.1. Fitness Function

We use the fitness function defined in [14] to measure the quality of the schedules produced. In [14] two fitness functions are defined: \textit{cost-fitness} and \textit{time-fitness}. The cost fitness function of an individual \( I \) is defined by

\[
F_{\text{cost}}(I) = \frac{c(I)}{B^{\alpha} \times \maxCost^{(1-\alpha)}}
\]  

where \( c(I) \) is sum of the task execution cost and data transmission cost of \( I \), \( \maxCost \) is the most expensive solution of the current population, and \( B \) is the budget of the workflow. For budget constraint scheduling, the cost-fitness function encourages the formation of solutions that satisfy the budget constraint and for deadline constrained scheduling, it encourages the algorithm to choose solutions with less cost.

The time fitness function of an individual \( I \) is defined by

\[
F_{\text{time}}(I) = \frac{t(I)}{D^{\beta} \times \maxTime^{(1-\beta)}}
\]

where \( t(I) \) is the completion time of \( I \), \( \maxTime \) is the largest completion time of the current population, and \( D \) is the deadline of the workflow. For the budget constrained scheduling, the time-fitness formula is designed to encourage the genetic algorithm to choose solutions with earliest completion time from the current population and for deadline constrained scheduling, it encourages the formation of solutions that satisfy the deadline constraint.

The final fitness function combines two parts and it is expressed as

\[
F(I) = \begin{cases} 
\alpha \times F_{\text{cost}}(I) + \beta \times F_{\text{time}}(I), & \text{if } F_{\text{cost}}(I) > 1 \text{ or } F_{\text{time}}(I) > 1 \\
(F_{\text{cost}}(I))^\alpha \times (F_{\text{time}}(I))^\beta, & \text{otherwise}
\end{cases}
\]

4.2. Initial Values

Considering the fact that ICA and GA depend on initial values, the initial countries (ICA) and population (GA) are selected from those schedules that satisfy the constraint specified. This procedure generates better initial values to start both algorithms.

4.3. Discrete Imperialist Competitive Algorithm

The original version of Imperialist competitive algorithm operates on continuous values. However, with a simple modification the Imperialist competitive algorithm can be made to operate on discrete problems.

\textbf{Assimilation}: The assimilation operator is implemented as follows: (1) Two random points are selected from the schedule order of the colony. (2) All services between these two points are replaced by the imperialist’s schedule in the same position.

\textbf{Revolution}: It is implemented as follows: (1) A task is randomly selected from the schedule order of the colony. (2) An alternative service is randomly selected to replace the current task allocation.

4.4. Genetic Algorithm Operators

\textbf{Crossover}: This operation is similar to the assimilation operation in ICA: (1) Two parents are chosen at random in the current population. (2) Two random points are selected from the schedule order of the first parent. (3) The locations of all tasks of the crossover points between parent1 and parent2 are exchanged.

\textbf{Mutation}: The probability of mutating a task is called \textit{mutation_rate}. The mutation operator is similar to the revolution operator in ICA. If a task is selected to be mutated, an alternative service is randomly selected

\[
\begin{array}{cccccccc}
T_1 & T_2 & T_3 & T_4 & T_5 & T_6 & T_7 \\
2 & 5 & 1 & 4 & 1 & 2 & 6 \\
\end{array}
\]

Fig. 3: Sample schedule. The numbers in the elements represent the services assigned to the tasks.
to replace the current task allocation.

5. Experimental Results

In order to evaluate the proposed approach, we implemented the ICA scheduling algorithm described in previous section and GA heuristic. Fig. 2 depicts three common workflow structures which we use for our experiments: pipeline, parallel and hybrid. A pipeline application executes a number of tasks in a single sequential order. A parallel application executes multiple pipelines in parallel. A hybrid structure application is a combination of both parallel and sequential applications. We select a neuro-science workflow [15] for the parallel application and a protein annotation workflow [16] for the hybrid workflow structure application.

As it is shown in Fig. 2 each task in the experimental workflow applications requires a certain type of service. Each service type is supported by 10 different service providers with different processing capabilities which are represented by Million Instructions per Second (MIPS). The values of MIPS for services range from 100 to 5000. The QoS parameters (execution time and cost) of all service instances follow the rule that for the same task, a service instance with shorter execution time may cost more money and vice versa. Each task has a number of instructions to execute which is indicated in brackets next to the task in Fig. 2. Each task in the workflow has input and output files ranging from 10MB to 1024MB.

The performance of the proposed scheduling algorithm is tested under two scenarios: Deadline Constraint and Budget Constraint. To make comparison between GA and ICA schedulers, we choose the initial population of 100 for all the experiments. For ICA the initial number of imperialists is 5 and ε and revolution probability are 0.1. For GA, mutation rate is 0.1 and crossover probability is 0.8.

Fig. 4 and Fig. 5 represent the results for deadline constraint and budget constraint problems respectively. As ICA and GA are random-guided search algorithms, the graphs are plotted by averaging the results obtained after 30 independent executions. Since both algorithms have met the constraint set, the graphs of the constrained parameter are eliminated from the paper.

As it is shown in Fig. 4 and Fig. 5, ICA obtained a lower cost than GA in different deadline and budget constraints. In a tight constraint situation that finding a feasible solution to meet the user-defined QoS constraint is very difficult, it can be seen that the difference between ICA and GA results is high. On the contrary, in a loose constraint environment, it is easy to find feasible solutions so the algorithm is able to concentrate only on optimizing the user-preferred QoS parameter. Therefore under loose constraints, as finding feasible solutions is a simpler task, the results of two algorithms become closer. In other words, these results prove the effectiveness of the proposed algorithm especially under rigid constraints.

![Fig. 4: Comparison of GA and ICA execution cost for different deadline constraints](image1)

![Fig. 5: Comparison of GA and ICA execution time for different budget constraints](image2)
Fig. 6 and Fig. 7 show the convergence rate for two scenarios. The budget and deadline constraints for these experiments are chosen in a way that they are not too tight or too loose. ICA finds the feasible solution at iteration 136 for deadline constraint scenario and at iteration 155 for budget constraint scenario. As the figures depict, ICA manages to find feasible solutions in the very early iterations which is its superiority to GA.

6. Conclusion

In this paper we presented a workflow scheduling algorithm based on Imperialist Competitive Algorithm (ICA). ICA is a novel meta-heuristic search method which uses imperialistic competition process as a source of inspiration. The algorithm is originally designed to work with continuous variables but the experimental results show that it can deal with discrete variables as well as continuous variables.

Compared with most existing scheduling algorithms, the proposed approach targets solving budget and deadline constrained optimization problems. The algorithm allows scheduling tasks onto resources by either minimizing the monetary cost while meeting users’ deadline constraint, or minimizing the execution time while meeting users’ budget constraint.

The proposed approach is implemented, evaluated and compared with Genetic Algorithm scheduler using three different types of DAGs. The results show that ICA is a robust algorithm for finding the global optimum and has a better convergence rate compared to GA method.
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