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Abstract. Computer network is the essential part of the networking. Multicast is used to send the informa-
tion from one to group of receivers. It is a big issue because of more data demand of receivers is known as 
congestion. A single rate based congestion control approach is developed to provide congestion controls in 
multicast whereas transmission control protocol friendly multicast Congestion control and Evaluation of 
sending rate multicast congestion control techniques are considered. Transmission Control Protocol Friendly 
Multicast Congestion control has the problem of feedback implosion. This problem was solved by evaluation 
of sender rate multicast congestion control approach. In this approach feedback is send by the receiver which 
has more round trip time. It is the slowest receiver approach. It has the problem of selecting the feedback re-
ceiver. It causes more packet loss and it does not provide the appropriate throughput. This problem is solved 
by proposed work known as Logarithmic Increase and Multiple Decreased. In this approach, feedback is pro-
vided by highest packet loss receiver. The basic principle of mechanism is that each of the receiver highest 
packet loss estimates its throughput based on a new equation derived according to the proposed approach. 
We have analysis through simulation results that it reduces the packet loss. 
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1. Introduction 
Computer network is one of the parts of modern era. A computer network is basically the combination of 

computers and different type of devices that are interfaced by various resources i.e. communications chan-
nels that provide the communications among users and allows them facility of sharing the resources [11]. 
With the help of network, users can easily communicate to others in a effective manner and users can use 
video conferencing, YouTube, email, instant messaging (Meebo, Yahoo, MSN), chat rooms, video calls.By 
sharing hardware resources which is far from other resources. Each host in the network environment can 
access and use hardware resources which exist in that network environment, i.e. taking the printout using the 
printer which is on the shared network [12].  

It uses various techniques to transmit data from one node to another. The transmission of a message from 
a sender to a receiver is called Unicast. Transmission of data from a sender to a group of receivers is called 
multicast. Multicasting plays the important role to transfer the information on the internet for the various 
hosts. Basically multicasting is used for the joining of the distributed conferences when the various set of 
hosts want to join the distributing real time audio and video services. The concept of multicasting is basically 
same as Radio or TV in the sense that only those who have tuned their receivers (according to their choice of 
the ongoing programme by selecting a particular frequency) receive the information [1, 15, 17, and 21]. 

The word "multicast" basically used to IP (Internet Protocol) multicast. Due to use of IP Multicast every-
thing become change i.e. style of living, working, playing and learning etc. It provides effective solution 
which is easy, available everywhere, open and safe. Because in this technology a single flow of information 
is delivered to the group of users hence bandwidth is fully utilized and it reduces the   load caused by traffic 
and server. There are several applications which obtain the benefit of multicasting i.e. video conferencing, 
sharing of software, distance learning, stock quotes, news, and commercial communications [4, 11]. Due to 
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increasing the demand of applications, demand of more bandwidth and maximum throughput also increase. 
It causes the problem of congestion in network. Basically network congestion occurs when the number of 
transmitted message exceeds the capacity of the network. In other words, congestion problem in the network  

The main cause of overloading of network are capacity of memory, buffer space, bandwidth of channel, 
processing capacity, number of users , failure of link, etc. and it continuously leads  the condition of conges-
tion. So the requirement of mechanism to managing the situation of congestion is increasing. Congestion can 
be reduce or control by applying existing techniques [2, 13, 21, 22] such as ERMCC [7], MTCP [8], PLM 
[9], PGMCC [6], FLIDDL [18], etc.  

It is the era of networking, and the demand of computer networking is increasing day by day. In recent 
years text was used to send the information but now the demand of video data i.e. video conferencing, You-
Tube, IPTV etc is increasing. The robustness of the current Internet is due, in large part to the end-to-end 
congestion control mechanism of transmission control protocol (TCP) [6, 7, 8, 9]. It is generally known that 
TCP dominates current Internet operations as it represents 90% of traffic. Due to this demand of bandwidth 
is increasing to handle the huge amount of traffic. User want quality of service (minimum delay, maximum 
throughput, minimum delay and minimum loss).So the problem with load balancing occurs. To overcome 
there are several techniques but it is a big issue now due to video on demand increasing [4]. Due to more 
demand of data more number of users increases. It causes the problem of more bandwidth. It creates the 
problem of congestion in the network Our research most probably will be dedicated to covers only Multicast 
Congestion Control (MCC) problems, and in particular, this work is interested only in single rate base multi-
cast congestion control. . 

The rest of the paper is organized as follows. Section 2 deals with related work whereas section 3 details 
the proposed solution and section 4 discussions with analysis of results. Finally, section 5 deals with con-
cluding remarks. 

2. Related Work 
Multicast congestion is basically the essential thought in the case of internet protocol multicasting. It is 

the era of more bandwidth applications because the demand of video data is increasing in comparison to au-
dio data and text data. It consumes more bandwidth in comparison to audio and text data. As the number of 
users is increasing the requirement of bandwidth also increase. Due to more demand of data, problem of 
congestion occur. In the congestion control approaches there is need to provide the feedback to the senders 
that sending rate could be adjusted. There is needing of reliability i.e. file transfer but on the other hand i.e. 
videoconferencing then it does not matter because it can bear some losses. The problem exists in the case of 
heterogeneous receivers because there is need to satisfy requirements i.e. bandwidth, quality of service and 
round trip time for the different receivers. Congestion control and quality of service are the main issues on 
the internet for the fast exploitation of video applications. In this section, we review and discuss the most 
important congestion control and quality of service scheme for the multicast video applications on the inter-
net.  In single rate adjustment approach for the particular session same transmission rate is adjust at each and 
every link. It takes the feedback from the receivers and adjusts its transmission rate. It is basically used in the 
real world scenarios. But problem of scalability still present because in the presence of heterogeneous re-
ceivers the slowest receiver could create the problem of the link utilization and transfer rate for the other 
receivers. Single rate multicast congestion control approaches are very effective and easily applied but these 
have some limitations i.e. it provide the good results when the number of receivers are less and all have ap-
proximately same requirements.  

Explicit Rate Multicast Congestion Control (ERMCC) [7], Pragmatic General Multicast Congestion 
Control (PGMCC) [6] and TCP Friendly Multicast Congestion Control (TFMCC) [8] are the single rate pro-
tocols which are used to control the congestion in multicast networks. They adjust the sending rate dynami-
cally. The rate of slowest receiver is adapted so that congestion could be avoided. When the number of re-
ceivers increased, in that case bandwidth and congestion adjustment create the problem. 

TCP friendly multicast congestion control (TFFMC) [8]is the extend version of the TCP friendly rate 
control (TFRC) [22] protocol. TFFMC is basically an equation-based single-rate protocol which is applied in 
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the multicast domain. In TFRC basically sender adjusts its transmission based on the losses event rate. On 
the other hand, In TFMCC we calculate the steady state throughput of each and every receiver. Then sending 
rate is adjusted based on the slowest receiver in the particular session i.e. Current limiting receiver. It is con-
cluded that TFMCC is easy, simple, scalable multicast congestion control mechanism . 

Evaluation of sending rate multicast congestion control (ERMCC) [5] is the single rate multicast conges-
tion control technique in which transfer rate is measured when congestion detected. Source basically adopts a 
congestion representative (CR) dynamically among the slowest receivers and feedback is considered for the 
rate adaptation. To choose the CR, firstly throughput rate is calculated at each receiver after that an average 
rate is selected, based on that CR is chosen.   

TFMCC is basically a single rate multicast congestion control technique. It uses the steady state equation 
to adjust the throughput. But this mechanism has the problem of Feedback implosion. It creates the conges-
tion at the source side. This problem was solved by ESRMCC approach. In this approach feedback is taken 
by the receiver which has more RTT (Round Trip Time). But it is slow when there is change in the network 
state. It is the slowest receiver approach and bandwidth is not fully utilized after occurrence of congestion. 
The number of packet loss is more and it does not provide the appropriate throughput. This problem is solved 
by Logarithmic Increase and Multiple Decreased (LIMD). In this approach feedback is provided by highest 
packet loss receiver. It is an improved version of the ESRMCC approach, which is an equation-based con-
gestion control technique. 

3. Proposed Work 
In single rate based multicast congestion control approach the data is transferred at the same rate to all 

the receivers. In this approach feedback is taken from all the receivers and then sending rate is adjusted. 
There is the problem of scalability when the different receivers have different requirement [14], [16]. Single 
rate multicast congestion control approaches are very effective and easily applied but these have some limita-
tions i.e. it provide the good results when the number of receivers are less and all have approximately same 
requirements. The existing approach ESRMCC is using Adaptively Increase and Multiplicative Decrease 
equation [5, 10]. Basically source increase and decrease the sending rate based on Adaptively Increase and 
Multiplicative Decrease. The problem with this approach is to selecting the feedback receiver and it consume 
more time and it results congestion at the source side. Due to additively increasing the source rate bandwidth 
utilization is less and decreases the performance of the network. 

To solve the problem of existing one, we have use logarithm mechanism for increasing and decreasing 
the rate when congestion occurred. To control the congestion and provide the better utilization of the net-
work Logarithmic Increase and Multiplicative Decrease is used. The proposed work is known as Logarithmic 
Increase and Multiplicative Decrease (LIMD) congestion control. The proposed mechanism is discussed in 
section 3.1.   

3.1. Logarithm Based Multiple Decrease 
In this approach feedback is provided by highest packet loss receiver. It is an improved version of the 

ESRMCC approach, which is an equation-based congestion control technique.  
Algorithm 1: LIMD  

STEP 1:  100               S; 
STEP 2:   200             RTT; 
STEP 3:  α                S/RTT; 
STEP 4:   β                0.65; 
STEP 5:  p                 0.1:1; 
STEP 6:  do   Xn             β*log2*(1+ α/p); 
STEP 7:  Initialize ∆B, D, Cf;  
STEP 8:  do  Cf                     1- ∆B/D; 
STEP 9:  Xn+1                Xn* Cf ;  
STEP 10:  While (True) 
STEP 11:  do if (X >Rc) 
STEP 12:  status             Congestion 

Elseif status               Underutilize //Control Congestion 
STEP 13:  if (status == Congestion) && (∆B >0) 

    Xn+1                     Xn* Cf  
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STEP 14:  Elseif (∆B <0) 
Xn+1                 Xn   

STEP 14:  else 
 (status == Under Utilize) 
End  

It improves in throughput and reduces the packet losses. If there is packet size 100 bytes, round trip time 
200 millisecond, loss event ratio 0.1 and if there is no congestion in the network then sending rate is in-
creased by increasing factor alpha and if there is congestion in the network the rate is decreased by reduction 
factor beta. To prevent the congestion, congestion factor is calculated and if congestion occurs then new 
throughput is adjusted based on the multiplication of the previous and congestion factor. The following equa-
tion 1 is used for the throughput calculation.  
  X=β log2 (1+ α/ρ)………………………………                                                                                        ………….(1) 

 Where β: reduction factor, α=S/RTT, S: packet size, RTT: round trip time, ρ: loss event ratio, Cf:   con-
gestion factor, dn : delay for the current packet, dn-1: delay for the current packet, Xn+1: throughput after con-
gestion,  Xn: throughput before congestion, dmax: maximum delay in the whole process, dmin: minimum delay 
in the whole process.   The complete flow graph of proposed work is shown in figure 1 and the algorithm 1 is 
given for proposed work. 

4. Result and Discussion 
In this section simulation has been carried out to evaluate the performance of the proposed approach. The 

key parameters for performance measurement are packet loss and throughput. 
 

                         
Fig 1: Flow Chart of LIMD                                           Fig 2: Multicast Topology 

4.1. Simulation Environment 
The proposed work is simulated in NS-2 [19].It is one of the goals to make a simulation environment for 

demonstrating the single rate based approach. For this simulation Centos Operating system was used. The 
system has Intel Core 2 Quad CPU 2.67 GHz, RAM 4GB, 32 bit Operating system. Figure 2 is the multicast 
topology which is used to generate the result. The results parameters which used in simulation are given in 
table 1. 

4.2. Results Analysis 
We have simulated the proposed work and exist one. We have analyses the effect of various parameters 

on throughput and packet loss. The discussions regarding these parameters are given below.  
Table 1: Simulation Parameters 

Parameter Explanation  Value Parameter Explanation Value 

S Packet size 100-600 (Bit) B.W Bandwidth 1.5-10 (Mb)
p  Loss event ratio 0.1-0.9 W.S window size 15 (Bit) 

β  Reduction factor 0.65-1.5 α  Increasing factor 0.5-0.9 
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Effect on throughput in LIMD   
Variation in ALPHA (α) 

The figure 2 shows the throughput performance at different time for different values of increasing factor 
(α) between 0.5 and 0.9.where X-axis shows the time (sec) and Y-axis demonstrate the throughput in kbps. 
However, the magnitude of throughput fluctuations is higher with value of α =0.5 and decreases when value 
of α increases due to variation in the network condition. It occurs due to the variations in the packet size and 
round trip time. Every packet takes different time to reach the destination.   

                             
Fig 2: Variation in Factor (α)                                                    Fig 3: Variation in Factor (β) 

Variation in BETA (β) 

The figure 3 shows the throughput performance at different time for different values of decreasing factor 
(β) between 0.65 and 1. Where X-axis shows the time (sec) and Y-axis demonstrate the throughput in kbps. 
However, the magnitude of throughput fluctuations is higher with value of β=0.65 and it decreases as well as 
increases the value of reduction factor changes. It occurs due to the effect of decreasing factor alpha, conges-
tion in the network and variation the round trip time which basically affected by the delay in the network.  
Variation in Packet size(S)  

The figure 4 shows the throughput performance at different time for different values of Packet size(S) 
between 100 and 600. Where X-axis shows the time (sec) and Y-axis demonstrate the throughput in kbps. 
However, the magnitude of throughput fluctuations some times higher as well lower. It decreases as well as 
increases as the value of Packet size(S) changes. It is due to the variation in the network conditions i.e. oc-
currence of congestion in the network. Packet size basically depends upon the size of data it contains.   

                        
        Fig 4: Variation in Packet size(S)                                   Fig 5: Comparison of Packet Loss 

Comparison of Packet Loss  

The figure 5 shows the comparison of Packet Loss at different time as anticipated by TFMCC, ESRMCC 
and LIMD. Where X-axis shows the time (sec) and Y-axis demonstrate the Packet Loss. Figure 6.11 shows 
the packet loss among i.e. among LIMD, ESRMCC and TFMCC. TFMCC concerned with feedback from all 
the receivers. It creates the problem of congestion. There is more packet loss in TFMCC due to slow re-
sponse to the network state changes. ESRMCC is basically deals with CLR (current Limiting Receiver). It 
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takes the feedback from more round trip time receiver. As the round trip time varies feedback providing re-
ceiver changes. It is clear that it provide the slow response when RTT changes. It causes congestion in the 
network. But there is less packet loss in comparison to the TFMCC. Whereas that of LIMD deals with the 
highest packet loss receiver. Further the shape shows that the magnitude of loss fluctuations of LIMD is con-
siderably lesser compared to ESRMCC and TFMCC. It is also considered that if the link of bottleneck be-
comes congested, losses increases.  

5. Conclusion 
In this proposed approach the network source adapts the network feedback. This is sent by highest packet 

loss receiver and increase or decrease throughput based on the steady state equation. Basically LIMD is an 
improved version of the ESRMCC approach, which is an equation-based single-rate multicast congestion 
control technique. The basic principal is that each of the receiver estimates its throughput based on a new 
equation derived according to the proposed work. We have analysis the simulated results and observe that 
proposed approach improves in throughput; reduce rate fluctuations, RTT, and reduces the packet loss. When 
increasing and decreasing factor varies but in the case of ESRMCC, it is in the range of 32 to 50 kbps. Hence 
the throughput is good. On the other hand packet loss is very less. It basically 40% decreases as compared to 
TFMCC, 30% decreases as compared to ESRMCC approach.  
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