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Abstract. In this paper, we propose an effective coarse-to-fine algorithm to detect and extract text in 
instructional videos. Firstly, in the coarse section, an edge-based algorithm is employed to detect all 
candidate regions of character edges. First in the detection step, an edge map is created using the canny edge 
detector. Then, morphological filtering is used, based on geometrical structure element, in order to connect 
the vertical edges and discard false alarms. A connected component analysis is performed to the filtered edge 
map in order to determine a bounding box for every candidate text area. Finally in the localization step, 
horizontal and vertical projections are calculated on the edge map of every box and a threshold is applied, 
refining the result and splitting text areas in text lines.  Secondly, in the fine section, correct text regions are 
selected from candidate ones by support vector machine (SVM) model and texture features.  Finally, we 
segment these regions and binarize them to be fed into the OCR engine to be recognized. Experimental 
results show that our algorithm achieves high performance and prove that our system is highly effective and 
efficient for text information extraction. 
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1. Introduction 

E-learning system is a new emerging education approach that integrates the technologies of multimedia 
and network. Efficient indexing and retrieval of digital videos is an important function of video databases. 
videotext is very suitable for solving this problem because of; it is very useful for describing the semantic 
information of the multimedia content of videos, it is an efficient summary, it is very powerful for indexing 
and retrieval of videos, it can be easily extracted compared to other semantic contents, and it enables 
applications such as word-based video search, automatic video logging and text-based video indexing. There 
exist many challenges for text information extraction (TIE) process which are: 

 Low resolution: Video frames are typically captured at resolutions of 320 × 240 or 640 × 480 pixels. 
 Unknown text color: Text can have different and non-uniform color. 
 Unknown text size, position, orientation, layout: Text lacks the structure usually associated with 

documents. 
 Color bleeding: Video compression artifacts and poor visual quality cause colors to run together. 
 Unconstrained background: The background can have colors similar to the text color. The 

background may include streaks that appear very similar to character strokes. 
 Low contrast: Low bit-rate video compression causes loss of contrast between character strokes and 

the background. 
 Different text formats: Text presented in different formats, such as handwriting on chalkboard, 

handwriting on paper, electronic slides, web pages, book pages, etc. 
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Existing text detection algorithm can be classified into four kinds: color and connected component based 
algorithm [1-2], edge and texture based algorithm [3-9], video temporal information based algorithm [10], 
and stroke based algorithm [11-12]. Edge and texture based algorithm is most popular and stroke based 
algorithm is the latest. Figure (1) illustrates the basic architecture of the text information extraction (TIE) 
system [13]. 

 
Fig. 1: The General Architecture of TIE System. 

We reconstruct the scheme of this architecture and try to find more effective algorithm to detect and 
extract text from instructional video. Our algorithm flow chart is shown in Figure (2). We split our system 
into two main phases or stages. Since after the instructor has presented a visual text material or writing a 
block of text, there is usually a period of time spent on explaining this text material. So, this text material or 
block is highlighted by the camera operator and the camera is held static for a certain time. So our goal in the 
first phase is to format video summary consists of all the candidate text frames to minimize the number of 
frames processed in the second phase. We rely on the four fundamental bases for accessing the video 
contents shown in Figure (3) [14]. In the first phase we do motion analysis which is the most analytical 
feature of the instructional video to identify the candidate text frames and then detect the shot boundaries 
between these candidate text frames and finally select a representative key frame to form the summary video 
as an output of this stage. Our first phase is described in details in [15]. In the second phase we detect 
videotext in the summary video frames in a coarse-to-fine scheme. We detect and locate candidate text 
regions in the coarse section according to our edge-based algorithm.  To better characterize text, texture 
features are extracted from candidate regions and then put into SVM model for region identification in the 
fine section. Finally, we segment these regions and binarize them to be fed into the optical character reader 
(OCR) engine. 

In this paper we highlight only the details of our work in the second stage of our suggested system. The 
paper is organized as follows: Sections 2 describes the steps of the coarse section in the second phase, 
Sections 3 describes the steps of the fine section in the second phase, Section 4 shows the experiments and 
results, and Finally Section 5 provides the conclusion. 

 

 
Fig. 2: The Architecture of Our Suggested System. 
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Fig. 3: The Four Fundamental Bases for Accessing the Video Content. 

2. COARSE SECTION 

2.1. Step (1): Text Detection 
As a pre-processing step we apply median filtering on the candidate summary video frames. A median 

filter is more effective than convolution when the goal is to simultaneously reduce noise and preserve edges. 
According to the fact that text lines produce strong vertical edges horizontally aligned, using edges as the 
distinct feature of our system gives us the opportunity to detect characters with different fonts and colors. An 
example of text in a summary video frame is shown in Figure (4). Firstly, we produce the edge map of the 
summary video frame image after applying the median filter. Several methodologies are used computing the 
edge map of an image [16]. For our algorithm we use Canny [17] edge detector applied in the greyscale of 
frames images. This method is less likely than the others to be fooled by noise, and more likely to detect true 
weak edges. Ideally the created edge map is a binarized image as shown in Figure (5a). Secondly, a 
morphological dilation operation is performed to connect the character contours of every text region by a 
crossed-shaped structure element then we remove the noise by suppressing the light structures connected to 
frame image border and applying morphological opening operation to remove small objects. Figure (5b) 
shows the edge density map produced at the end of this step. Finally we do analysis on these detected 
connected components to define the initial bounding boxes of the candidate text regions as shown in Figure 
(5c). 

 

Fig. 4: The Candidate Text Summary Video Frame. 

 

 
(a) 

 

(b) 

 

(c) 

Fig. 5: Text Detection in a candidate Text Frame 

 (a) The Edge Map, (b) The Edge Density Map, and (c) The initial Bounding boxes. 
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2.2. Step (2): Text Localization 
We achieve a high detection rate in the previous step but relatively low precision. This means that most 

of the text lines are included in the initial text boxes while at the same time some text boxes may include 
more than one text line as well as noise or non-text regions. This noise usually comes from non-text objects 
that connect to the text lines during the dilation process. And the low precision comes from detected 
bounding boxes which do not contain text but objects with high vertical edge density. To increase the 
precision and reject the false alarms we use a method based on horizontal and vertical projections.  Firstly, 
the horizontal edge projection of every box is computed. A horizontal projection is defined as the sums of the 
candidate pixels over rows. Figure (6) shows an example of horizontal projection of a candidate text box. To 
divide box with more than one text line, we need to find the ‘valley’ points where the projection value is 
smaller than a threshold THP and then segment the text lines at these valley points.  Secondly, a similar 
procedure with vertical projection is applied to each candidate text line extracted from the previous step. In 
this way, a bounding box will split only if the distance between two words is larger than the threshold TVP. 
Figure (7) shows an example of the vertical projection procedure. This method would actually break every 
text line in words. However, the parts of the text line remains connected if the distance between them is less 
than a threshold TVP which depends on the height of the bounding box of the candidate text line. In this way, 
a bounding box will split only if the distance between two words is larger than the threshold TVP. 

  

Fig. 6: The Horizontal projection of a Candidate Text Region 

 

 

Fig. 7: The Vertical projection of a Candidate Text line 

Finally, after projections analysis, boxes with noise or non-text boxes that are splitted into a number of 
boxes with very small height will be discarded according to these geometrical constraints. This step 
eliminates also short and non-important words to be used as an index such as; a, an, at, on, etc. A box is 
discarded if the height of the bounding box is less than 8 pixels and the ratio between the width and the 
height is less than 1.2. Figure (8) shows the final output of the localization step. In this step we successes to 
filter these bounding boxes and discard high rate of non-text bounding boxes. 

 

Fig. 8: The Final Bounding Boxes after Projections 
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3. FINE SECTION 

3.1. Step (3): Text Identification 
To correctly fine and identify the text lines from the candidate ones, we extract texture features and use 

SVM classifier. Support Vector Machine (SVM) is a technique motivated by statistical learning theory. The 
key idea is to transform the input data into high dimensional feature space and separate classes with a 
decision surface in this space. Extensive discussions of SVMs can be found in [18-20]. SVM is easier to train, 
needs fewer training samples and has better generalization ability. It is very effective for text identification 
[9]. Considering the limited number of training sample, we train the SVM model on a dataset consisting of 
1000 text and 2000 non-text labeled samples. Since only one kind of texture feature is insufficient to model 
the texture pattern of a text line. We join four kinds of features to represent each candidate text line; three of 
them are extracted in the grayscale domain and one in the binary edge domain. Before extracting the features 
we first normalize the size of the candidate text lines, since they are having different resolutions, to 
rectangles with 64 pixels in height and a variable width, by using linear interpolation. Then extract the 
following features which are: 

 Edge Moment Features: 
Compared with background, text region has different edge density moment distribution. We calculate the 

mean, second-order or the variance, and the third-order central moments from the edge map. The central 
moment of order k of a distribution is defined as: 

k
k Em )(   

Where, E(x) is the expected value of x. 

 Gray Level Co-Occurrence Features: 
The gray-level co-occurrence matrix (GLCM) is a statistical method of examining texture that considers 

the spatial relationship of pixels. The texture filter functions using standard statistical measures cannot 
provide information about shape, however the GLCM do. We create the p(i,j) in the GLCM by calculating 
how often a pixel with the intensity value i occurs in a specific spatial relationship to a pixel with the value j 
on a distance d in the direction ɵ. Then we extract the features of energy, contrast variance or inertia, 
homogeneity and correlation from the co-occurrence matrix which are shown in Figure (9). 

 

 
Fig. 9: The Statistics of GLCM. 

Where ji  , and ji  , are the means and the variances of the co- occurrence matrix on a distance d in 
the direction ɵ. We set the direction ɵ of co-occurrence as 0, 45, 90 and 135 degree and set the distance d as 
1, 3 and 5 pixels. So we calculate the five features in the 12 co-occurrence matrixes and obtain 60 co-
occurrence features. 

 Gray Level Entropy Feature: 
Entropy is a statistical measure of randomness that can be used to characterize the texture of the input 

image. Entropy is defined as 

)(log*.
2

pp  

Where, p contains the histogram counts of 256 bins for the intensity image of each candidate text line 
bounding box. 

 Gray Level Histogram Feature: 
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Since the histogram is a kind of effective feature to represent the distribution of the intensity values, we 
calculate 8-bins histogram for the intensity image of each candidate text region. 

All the texture features mentioned above make up 72 dimensions vector for each candidate text region. 
This vector is fed into SVM classifier to classify it into two classes: text region and non-text region. Figure 
(10) illustrates an example of positive text regions that is recognized and successfully classified as text 
regions by our trained SVM classifier model. Figure (11) illustrates an example of false text regions that is 
rejected and successfully classified as non-text regions by the trained SVM classifier model. 

 

Fig. 10: The Final Bounding Boxes after Classification by SVM. 

(a) 
 

(b) 

Fig. 11: (a) Candidate Bounding Boxes after Projections in the Localization Step 

       (b) The Final Bounding Boxes after Classification by the SVM Model 

3.2. Step (4): Text Segmentation and Binarization 
We crop the original image to split each final text bounding box into separate text image, and then 

segment the text in each separate text image from the background by locally converting it to binary using the 
Otsu’s method [21] to facilitate its recognition by the OCR software engine. Then we calculate the intensity 
value inside and outside the bounding box and compare the two values to decide about inverse the binary 
text image or not. Figure (12a) illustrates an example of the result. 

3.3. Step (5): Text Recognition 
We use the optical character recognition system of ABBYY FineReader Professional Edition Software to 

accomplish this final step in our system, convert each binary text image into a plain text, and pull out this 
textual information producing keywords for video indexing. Example of our results is shown in Figure (12b). 

 

(a) 

 
(b) 

Fig. 12: (a) The Result of Segmentation and then Binarization. 

(b) The Plain Text Produced by the OCR Software. 
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4. EXPERIMENTS AND RESULTS 

The following results are obtained in one pass of the summary videos processing. These summary video 
frames have a size of 240 × 320 pixels and are obtained from the first stage of our proposed system to 
minimize the number of frames processed in the second stage. Designing evaluation methods for text 
detection is an aspect that has not be studied extensively. Very few related works have been published; 
moreover these works propose evaluation strategies with very complicated implementations or demand great 
effort for the generation of the ground truth [22, 23]. Moreover that, there is not an optimal way to define and 
draw the ground truth bounding boxes. Many of the researchers use their own evaluation tool to test the 
success of their algorithm. This fact leads to the inability to compare the performance of the different 
algorithms which indubitably consists a barrier to the evolution of the area. We apply cross validation on the 
training set to evaluate the performance of our SVM classifier model which achieves accuracy rate of 98.8%. 

Since the goal of our system is to detect the maximal number of characters. To evaluate the performance 
of our system according to the results achieved in both the final detection after applying the SVM classifier 
and the recognition done by the ABBYY FineReader OCR Software with respect to the character level, we 
use the precision rate and the recall rate, respectively. 

The precision rate; used to evaluate the final results obtained after detecting, locating, and then 
identifying the text regions; is defined as: 

Precision = CD/TC 
Where CD is the number of characters correctly detected, and TC is the total number of characters in the 

text frame. Our system achieved high precision rate 98.7%. Actually since that all of the characters detected 
are positive text characters, so there is no mean to use the recall as an evaluation parameter for this step. 

The recall rate; used to evaluate the results obtained after recognizing the text regions; is defined as: 

Recall = CCD/CD 
Where CCD is the number of characters correctly recognized and converted to editable characters by the 

OCR engine, and CD is the total number of characters detected to be recognized. Our system achieved high 
recall rate 97.6%.  

5. CONCLUSION 

In this paper, we highlight our work in the second phase of our suggested system to enhance the solution 
of the challenging problem of text information extraction from instructional videos. In this paper, we propose 
our coarse-to-fine integrated scheme, which is efficient and effective. We detect the characters edge by 
applying canny operator to obtain the edge map. Then a morphological dilation operation and opening are 
applied to form the edge density map and connect the edges of characters and discard false alarms. A 
connected component analysis is performed to the filtered edge map in order to determine a bounding box 
for every candidate text area. Finally in the localization step, horizontal and vertical projections are 
calculated on the edge map of every box and a threshold is applied, refining the result and splitting text areas 
in text lines.  Secondly, in the fine section, correct text regions are selected from candidate ones by support 
vector machine (SVM) model and texture features.  Finally, we segment these regions and binarize them to 
be fed into the OCR engine to be recognized. Experimental results show that our algorithm achieves high 
performance and introduce contribution according to the effective and efficient results evaluated by the 
precision rate and the recall rate. In our future work, we will focus on improving the Binarization step to 
obtain more accurate and enhanced results from the recognition step. 
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