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Abstract. Because of the bandwidth requirements, peer-to-peer networks are useful when delivering large 
files. Each of the two cores in distributed computing needs a mechanism to communicate with the other core 
that supports their bandwidth need, using P2P communication. In this paper, we propose MPLS packet-
forwarding technology to reserve bandwidth in a distributed computing use peer-to-peer communication. The 
NS-2 network simulator used to evaluate the concept for a typical communications that must support several 
classes of traffics having Quality of Services as needs. 
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1. Introduction  

 The peer-to-peer computing model represents a radically different and a plausible alternative for many 
large scale applications in Internet-wide settings. In this model, resources are shared between end-user 
processes themselves in a peer style, meaning that every such process potentially acts both as a client and a 
server [1]. The term Peer-to-Peer (P2P) refers to a class of systems and/or applications that use distributed 
resources in a decentralized and autonomous manner [2]. Four type of P2P computing shown in fig 1. 

 
Fig.  1: Taxonomy of P2P Categories 

These types of P2P computing were demonstrated as below: 
• Distributed Computing 

This type of P2P system is aimed at solving complex computing problems by breaking them into smaller 
tasks and executing them in parallel on a number of peers [3]. 

• File sharing 
File sharing P2P systems allow users to locate the files of Interest according to their name and offer their 

own Files to others [4].File sharing is the simplest and the most widely-deployed Application in P2P systems. 
A file sharing application uses the P2P substrate to discover peers who have a requested file [5]. 

• Collaboration 
Collaborative P2P applications aim to allow application-level collaboration between users. The 

inherently ad-hoc nature of P2P technology makes it a good fit for user-level collaborative applications [2]. 
• Platforms 

                                                           
* Behnaz.Nahvi@kiau.ac.ir 
† Noorirad@gmail.com 

2012 International Conference on Information and Computer Networks (ICICN 2012)
IPCSIT vol. 27 (2012) © (2012) IACSIT Press, Singapore

153



To date, the number of P2P platforms remains small. The only “true” platform in existence is JXTA, 
whose goal is to formulate standards and provide the P2P infrastructure [3]. 

2.  Background 

Distributed computing, the method of dividing large processing problems into Smaller tasks that can run 
on individual systems [6]. Distributed Computing is a way to cluster computers, so that they perform a 
common computation [7]. Boinc and Condor as the two distributed computing systems that represent 
Systems that have strong academic roots and current widespread use in a variety of Places [8]. That this tow 
distributed computing systems were demonstrated as below: 

• Boinc 
BOINC is a distributed data computation and storage protocol designed to take advantage of public-

resource computing. BOINC is a distributed data processing system that incorporates client-server 
relationships to generically process data [9]. BOINC can be used with existing applications that can be 
distributed as the computing algorithm for the clients to process work units with. Work units are distributed 
to clients as they request them and clients report back with results. BOINC remains one of the most popular 
Platforms for volunteer wide area network distributed computing. 

• Condor 
Condor supports jobs that are not independently parallel. Condor is a mature platform that integrates 

readily with other systems (such as Grid Middleware) to provide integration into larger systems such as 
Grids [8]. Condor, a new system for distributed Computing. In contrast to the dominant centralized control 
model of the day, Condor was Unique in its insistence that every participant in the system remain free to 
contribute as much or as little as it cared [10]. 

3. Peer-To-Peer in Distributed Computing 

There are few demonstrable general purpose distributed computing systems that use Peer-to-peer as an 
underlying architecture. Three representative samples are described here, the Gnutella Processing Unit 
(GPU), JNGI based on the JXTA framework and P-Grid [8]. These three distributed systems are 
demonstrated as below: 

• GPU 
Gnutella is an open source peer-to-peer protocol that is the basis for many popular file sharing 

applications today. 
The open source Gnutella protocol is an ubiquitous distributed file-sharing protocol implemented by many 
file-sharing clients [11]. 

• JXTA / JNGI 
JXTA is an open network computing platform designed for peer-to-peer (P2P) Computing by way of 

providing the basic building blocks and services required to enable anything anywhere application 
connectivity [12]. The JNGI implementation is a much-simplified version of the framework described in 
Framework for Peer-to-Peer Distribution computing in a Heterogeneous Decentralized Environment [13]. 
For the P2P overlay network we selected JXTA because it is currently an established and well supported 
open-source peer-to-peer mechanism [14].It also provides an easy interface for publishing and discovering 
data in a peer to peer manner [15]. 

• P-Grid 
P-Grid (P2P grid) is a next generation peer-to-peer platform for distributed information management 

beyond mere file-sharing. P-Grid is a truly decentralized structured P2P system which does not require 
central coordination or knowledge [16]. 

4. Quality of Services in peer to peer systems  

Quality of Service (QoS) requirements and the consequent satisfaction of users have guided the search 
for mechanisms that will enable the creation of grids furnishing non-trivial QoS requirements.  

Without such mechanisms, grids would provide only best effort services [17]. 
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With the growing deployment of P2P streaming systems providing performance guarantees is nowadays 
becoming critical for their future commercial success. There are a number of factors making this problematic. 
First of all, due to peers joining and leaving at arbitrary time P2P systems are highly dynamic in nature 
making it complicated to timely discover new peers. Next, being deployed over inherently best-effort 
Internet these systems may suffer from bad picture quality as modern compression and coding algorithms are 
highly sensitive to losses and delays experienced by streaming flows. Generating a lot of inter-domain traffic 
P2P systems are also highly undesirable for network operators. As a result, they are not expected to rely on 
network operators providing quality of service (QoS) support using conventional network layer mechanisms 
such as multi-protocol label switching (MPLS, [18]), differentiated services (DifServ, [19]), or combination 
of them (MPLS/DiffServ,[20]). 

5. Simulation Framework 

In this paper, we have modeled and simulated our P2P distributed computing architecture concepts with 
the widely used network simulator NS-2 [21]. NS-2 has been widely applied in research related to the design 
and evaluation of computer networks and to evaluate various design choices for communication of 
multiprocessor architectures and including the design of routers, communication protocols,. We use MPLS 
types of quality of services in P2P distributed system in Mesh topology to support of the bandwidth of 
communication that shown in Fig 2. 

 
Fig. 2: Mesh architecture in P2P distributed computing. 

The types of services that we can supports by MPLS for distributed architecture are: 
• Real-time services with constraint 
• Real-time services 
• Signaling services 
• High Best Effort services 
• Best effort services 

In IP, just we can consider Best Effort services for traffic but in MPLS, we have more services that 
mentioned previously. Whit the types we can support types of Quality of Services for our communication in 
multicore. We consider the network link was homogeneously. The links between switches has megabits/s. 
The bandwidth for Real-time services with constraint set to be 600-Kilo bit/sec and the bandwidth for Real 
traffic set to be 400-Kilo bit/sec, which starts at time 1.2 second. The bandwidth for signaling traffic set to be 
300-Kilo bit/s that starts at before. The bandwidth for high best effort and best effort is equal to 300-Kilo 
bit/s that showed in Fig 3. Thus the traffic that we need is more than the bandwidth in the path 
1_3_5_7_15_23_31 or 1_9_17_25_27_29_31 LSP (see fig 2). As shown in fig 3, at time 1.2 the real traffic 
started, but the traffic that this type of traffic needs is more than the traffic in the communication path. Thus, 
this traffic gets its remaining bandwidth from best effort and high best effort traffic that have less priority 
than real traffic. 
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Fig. 3: Bandwidth use with types of service. 

The High best effort traffic has more priority than Best effort traffic, thus Best effort traffic gets the 
remaining traffic (see Fig 3.) Equal to 50-Kilo bit/sec and the more bandwidth that Best effort traffic needs 
discarded until the time 2.2 seconds that Real traffic stopped. 

6. Conclusions and future works 

In this paper, we have discussed the major research challenges in P2P delivered computing platforms to 
providing QoS and supports Multi Protocol types of traffic. We have to present a novel communication in 
distributed computing platform that supports several QoS with multi protocol concepts, which adapted from 
the Multi Protocol-Level Switching technique with DiffServ.  
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