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Abstract. This paper proposes the robust fingertip detection method using the Adaboost algorithm under 
dynamic lighting conditions and against complicated backgrounds for a finger-gesture-based mobile-user 
interface system. The proposed system is composed of two modules. First, the fingertip detection method is 
composed of two pre-processing phases using color and gradient information, AND an operation phase, and 
fingertip region detection using the Adaboost algorithm as sequential steps. Second, a user interacts with a 
mobile application by using finger gestures with the point change that are detected by the Adaboost algorithm. 
As a result, the proposed fingertip detection method is very effective under varying lighting conditions and 
against complex backgrounds, and mobile applications can be controlled by the proposed finger gesture-
based mobile user interface system. 
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1. Introduction  
Because of recent research on new types of input interface systems, the latest mobile devices can support 

a variety of UIs ranging from keypads to multi-touch screens and sensor. For example, accelerometers and 
gyro-sensors could be added to mobile devices to support new UI types. However, as the number of UI 
sensors increases, the sensors will become difficult to integrate into existing small form-factor mobile 
devices at the hardware level [1, 2]. Vision-based mobile UIs, however, can serve as an important way to use 
camera-equipped mobile devices because, with their use, no new hardware is necessary. 

Vision-based human-computer interaction is a popular research topic, and computer vision has been 
increasingly used to control such interface systems. Interactions with mobile devices such as smart phones 
and personal digital assistants have also become a potential application area, especially for the wireless 
industry. A gesture-based UI can directly use hands and fingers as a natural means to communicate with a 
device [3]. Further, users can interact more intuitively with mobile devices than with traditional UIs. 
Therefore, we propose the robust fingertip detection method using an Adaboost [4, 5] algorithm under 
dynamic lighting conditions and against complicated backgrounds for a finger-gesture-based mobile user 
interface system. 

2. Proposed Method 

2.1. System architecture 
Figure 1 shows the implementation details of the proposed architecture that can accurately detect a 

fingertip from a single image captured by mobile phone camera. For robust fingertip region detection under 
conditions with complex backgrounds and illumination variation, the detection module is composed of two 
pre-processing procedures with input image and fingertip region estimation using the Adaboost algorithm as 
sequential steps. The two pre-processing procedures used are pre-processing based on gradient information 
and pre-processing based on color information. An AND image between the morphological gradient 

                                                           
+  Corresponding author. Tel.: 82-31-290-7196; fax: 82-290-7998 
   E-mail address: sincelife@skku.edu 

2012 International Conference on Information and Computer Networks (ICICN 2012)

IPCSIT vol. 27 (2012) © (2012) IACSIT Press, Singapore









We implemented a few test applications to demonstrate the proposed system’s strengths and limitations. 
One of the applications, a simple game called Arkanoid, is shown in Fig. 4. Users can move the small paddle 
easily and hit the ball using finger gestures. As a result, we demonstrated that our system can be applied to 
any other mobile application, such as a web browser, mobile game, or photo viewer, that is controlled by a 
mouse and keypad. 

Fig. 4: Simple game application 

4. Conclusion 
This paper proposes the robust fingertip detection method using the Adaboost algorithm under dynamic 

lighting conditions and against complicated backgrounds for a finger-gesture-based mobile user interface 
system. A user interacts with a mobile application by using finger gestures with the point change, which is 
detected by the Adaboost algorithm. As a result, the proposed fingertip detection method is very effective 
under varying lighting conditions and against complex backgrounds, and mobile applications can be 
controlled by the proposed finger gesture-based mobile user interface system. 
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