Local search heuristics for the generalized vehicle routing problem
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Abstract. The generalized vehicle routing problem (GVRP) is an extension of the well-known vehicle routing problem (VRP), where the set of customers is partitioned into a given number of subsets (clusters) and the aim is to find a collection of routes starting and ending at the depot of minimum cost, such that each cluster should be visited exactly once, the entering and leaving nodes of each cluster is the same and the sum of all the demands of any route does not exceed the capacity of the vehicle. In this paper, we consider theoretical aspects of several neighborhoods: basic adaptations of simple VRP and TSP neighborhoods and some new ones.
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1. Introduction

Problems associated with determining optimal routes for vehicles from one or several depots to a given set of locations/customers are known as Vehicle Routing Problems (VRPs). These problems have many practical applications in the field of distribution, collection and logistics. A wide body of literature exists on the problem (for an extensive bibliography, see for example Laporte and Osman [5]).

Given a set of vehicles, a set of locations containing as well the depot location and the distance between each pair of locations the VRP consists in finding the minimum cost tour for each vehicle such that all locations are visited, and each vehicle returns to the depot. Because the simplicity of the VRP, most attractive to may researchers has been the variations of the VRP, built on the basic VRP with extra features:

- the Capacitated VRP;
- the VRP with Time Windows;
- the VRP with Multiple Depots;
- the Multi-Commodity VRP;
- the Generalized Vehicle Routing Problem.

We will confine in this paper on the last mentioned variation of the classical VRP, the generalized vehicle routing problem (GVRP) introduced by Ghiani and Improta [3]. The GVRP is the problem of of designing optimal delivery or collection routes, subject to capacity restrictions, from a given depot to a number of predefined, mutually exclusive and exhaustive clusters.

The aim of this paper is to define, describe and analyse some known and some new neighbourhoods of the GVRP.

2. Definition and Complexity of the Gvrp

Let $G = (V, A)$ be a directed graph with $V = \{0, 1, 2, ..., n\}$ as the set of vertices and $A = \{(i,j) \mid i, j \in V, i \neq j\}$. We assume that a nonnegative cost denoted by $c_{ij}$ associated with each arc $(i,j) \in A$. The set of vertices is partitione into $k+1$ mutually exclusive nonempty subsets $V_p, p \in \{0, 1, ..., k\}$, called clusters, such that
$V = V_0 \cup V_1 \cup \ldots \cup V_k$ and $V_l \cap V_p = \emptyset$ for all $l, p \in \{0, 1, \ldots, k\}$ and $l \neq p$. The cluster $V_p$ has only one vertex 0, which represents the depot, and remaining $n$ nodes belonging to the remaining $k$ clusters represent geographically dispersed customers. Each customer has a certain amount of demand and the total demand of each cluster can be satisfied via any of its nodes. There exist $m$ identical vehicles, each with a capacity $Q$.

The GVRP consists in finding the minimum total cost routes of starting and ending at the depot, such that each cluster should be visited by exactly once, the entering and leaving nodes of each cluster is the same and the sum of all the demands of any tour (route) does not exceed the capacity of the vehicle $Q$.

The GVRP involves two related decisions:

- choosing a node subset $S \subseteq V$ such that $|S \cap V_p| = 1$, for all $p = 1, \ldots, k$
- finding the minimum cost collection of routes satisfying the demands and capacity restrictions in the subgraph of $G$ induced by $S$.

An illustrative scheme of the GVRP and a feasible tour is shown in the next figure.

![Fig. 1 A feasible solution to the Generalized Vehicle Routing Problem](image)

The GVRP is NP-hard because it includes the generalized traveling salesman problems as a special case when $m = 1$ and $Q = \infty$.

Because of the complexity of the GVRP, researchers have focused on efficient transformations of the problem into simpler combinatorial optimization problems: Ghiani and Improta described in [3] a transformation of the GVRP into the capacitated arc routing problem, Baldacci et al. [1] proved that the reverse transformation is valid and Pop et al. [10] described an efficient transformation of the GVRP into the classical VRP.

Integer linear programming formulations of the GVRP have been provided by Kara and Bektas [2] and Pop et al. [7].

In order to obtain good solutions for large GVRP instances, one should consider heuristic and metaheuristic approaches. Some metaheuristics have been already proposed in the literature: an ant colony algorithm [9], a genetic algorithm approach [8], an adaptive large neighborhood search [2] and an incremental tabu search heuristic [6].

3. Local Search

Local search (LS) is a general method for designing heuristic algorithms for optimization problems. The basic idea of the LS is to start with some feasible solution $x$ of the problem, to evaluate it (i.e. calculate the corresponding objective function $c(x)$) and then evaluate $c(y)$ for some feasible solution $y$ which is a neighbor of $x$. If a neighbor $y$ with $c(y) < c(x)$ is found then select $y$ and repeat the same procedure. If no such neighbor is found then the process stops: a local optimum was found.

The characteristics of the LS algorithms are determined once we specify what it means for feasible solutions to be neighbors.

The following tradeoff arises in LS approaches: when we consider larger neighborhoods there are fewer local optima and better solutions are likely to be obtained, but on the other hand, the larger the neighborhood is, more feasible solutions have to be examined at each iteration and the algorithm gets slower.
4. Local Search Heuristics for the GVRP

We present in this section 7 neighborhoods used in our local search approach. Two of them operate within the routes, called intra-route neighborhoods, and the rest operate between the routes and are called inter-route neighborhoods.

The two intra-route neighborhoods denoted in the figure two-point move and three-opt move are used for improving single vehicle routes. As we can see there are different ways to reconnect the paths that yield a different route. Among all pairs of edges whose two-point move, respectively three-opt move decreases the length we chose the one that gives the shortest route. These procedures are iterated until no improvements are found.

The five inter-route neighborhoods move customers or arcs from one route to another. In the one-point move we simply move a customer from one route to another one. In the twp-opt move we remove two edges from two routes and replace with another two new edges results another two routes. In the or-opt move, we remove a string of two, three or four vertices from one route and insert the string into a new route. In the three-point move, we swap the position of a pair of adjacent nodes with the position of a thir vertex. Finally in the cross-exchange move, we remove four edges from two different routes and replace them with four new edges.

It is important to mention that concerning the described neighborhoods, we investigate all the possible connections of the exchanged vertices within the clusters in order to get improved routes (i.e. the nodes belonging to the marked clusters after the exchange may be different).
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