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Abstract. Over the past decade, we have witnessed a growing popularity of new wireless architectures 
such as 3G/4G, Wi-Fi and WiMAX due to the increase in demand for wireless Internet access. The all-IP 
based future mobile and wireless network model is expected to be the most dominant architecture for QoS 
provisioning in next-generation wireless networks, mainly due to its scalability and capability of inter-
working heterogeneous wireless access networks. Recently, the rapid growth of various wireless 
infrastructures and the interesting mixture of wireless traffic generated by large number of devices (PDAs, 
Laptops and cell-phones) have diverted the attention of wireless research community towards understanding 
the nature of traffic carried by different wireless architectures. A series of recent studies on GPRS aggregated 
traffic, WAP and Web traffic has proven that just like fixed IP traffic, wireless traffic also exhibits strong 
long-range dependency. However, much of the current understanding of wireless traffic modeling builds on 
classical Poisson distributed traffic, which can yield misleading results and hence poor wireless network 
planning. In this paper, we contribute to the accurate modeling of wireless IP traffic by considering three 
different classes of traffic that exhibit long-range dependency and self-similarity. We consider a model of 
three queues based on G/M/1 queueing system and analyze it on the basis of novel scheduling logic and 
derive exact bounds on packet delay for the corresponding traffic classes. We also develop a comprehensive 
discrete event simulator to understand the QoS behavior of the corresponding traffic classes under this 
proposed scheduling scheme. The novel scheduling logic outperforms the traditional schemes such as priority 
and round robin and serves as the basis to offer guaranteed QoS relevant to the diversified requirement of 
different applications in this heterogeneous mixture of wireless networks. 
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1. Introduction  
With the increasing demand of Internet connectivity and because of the flexibility and wide deployment 

of IP technologies, there has been a paradigm shift towards IP-based solutions [1]. Several Wireless IP 
architectures have been proposed [2-8] based on three main IP QoS models, IntServ [9], DiffServ [10] and 
MPLS [11]. To provide differential treatment to multiple traffic classes within these different kinds of network 
domains, several queueing tools have been developed that can be implemented in the routers. Examples 
include; Priority Queueing (PQ), Custom Queueing (CQ), Weighted Fair Queueing (WFQ), Class Based 
Weighted Fair Queueing (CBWFQ) and Low Latency Queueing (LLQ) [12]. Regardless of the queueing 
discipline implemented in a router, the scheduler at the output port of the router serves multiple queues 
simultaneously. This kind of single server/multiple queues system is generally called a polling model.  

Recent research has shown that wireless data traffic exhibits self-similarity and long-range dependency 
[13-16]. The properties and behavior of self-similar traffic is very different from traditional Poisson or 
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Markovian traffic. To guarantee tight bound QoS parameters to heterogeneous end-users of Mobile Internet, it 
is essential to model the traffic behavior accurately through wireless IP domains. There is a need to determine 
end-to-end QoS parameters such as delay, jitter, throughput, packet loss, availability and per-flow sequence 
preservation.  

In this paper, we contribute to the accurate modeling of wireless traffic behavior by analyzing G/M/1 
queueing system, taking into account three different classes of wireless IP traffic that exhibit long-range 
dependence and self-similarity. We consider three queues served by the server according to a limited service 
polling model and derive exact bounds on packet delay for corresponding traffic classes. The study of polling 
models is important since it gives very good insight into the qualitative behavior of many proposed and 
implemented queueing disciplines and forms the basis to derive exact expressions of different QoS parameters 
such as delay, throughput and jitter, thus leading towards offering guaranteed service to the end-user.   

The paper is organized as follows. Section II reviews related work. Section III is devoted to explain self-
similar traffic with multiple classes and the calculation of interarrival times respectively. Section IV explains 
the procedure of formulating the imbedded Markov chain along with finding out the packet delay. In Section 
V, we provide the simulation results. The applications of the current modeling are discussed in Section VI. 
Finally, conclusion and future work is given in Section VII. 

2. RELATED WORK 
Generally, polling models can be classified as Exhaustive, Gated and Limited Service. The exact details of 

the systems are beyond the scope of this paper. Instead, the readers are referred to [17] for a detailed 
discussion of polling systems. In this section, we constrain the discussion to explaining the limited service 
polling model on which this paper is based.  

In the limited service discipline, a station (queue) is served until either 1) the buffer is emptied or 2) a 
specified number of packets have been served, whichever occurs first. If at most k packets are served in one 
cycle from a queue, we refer to the model as a k-limited polling model [17]. A large amount of research has 
been undertaken regarding limited service polling models. A detailed approximate analysis of limited service 
polling model has been given in [18-19]. The major weakness of the existing work is that the assumption of 
only Poisson arrivals has been considered as traffic input and second even in the case of Poisson arrivals only 
approximate results are available regarding the limited service discipline. 

Few studies have focused on wireless traffic modeling and here we discuss the most relevant work. The 
influence of self-similar input on GGSN performance in the UMTS Release 5 IM-subsystem has been 
analyzed on the basis of a FBM/D/1/W queueing system (FBM-Fractional Brownian Motion) in [20]. In this 
work, different probabilistic parameters of GGSN such as average queue length and average service rate were 
also found. The work in [21] presents modeling and a simulation study of the Telus Mobility (a commercial 
service provider) Cellular Digital Packet Data (CDPD) network. The collected results on average queueing 
delay and buffer overflow probability indicate that genuine traffic traces produce longer queues as compared 
to traditional Poisson based traffic models. To get an overview of the analysis done in wireless IP traffic 
modeling with self-similar input, we refer the readers to [22-25]. These studies are merely based on 
characterization of wireless traffic. Consequently, the issue of providing guaranteed QoS to the end-user of 
Mobile Internet has not been addressed properly. To provide differential treatment to multiple traffic classes 
with different QoS demands, there is a need to accurately determine end-to-end QoS parameters such as delay, 
jitter, throughput, packet loss, availability and per-flow sequence preservation.  

To overcome the limitations of the previous work and in the light of achieving the objective of end-to-end 
QoS in Wireless Internet, we consider a model of three queues based on G/M/1, which takes into account 
three classes of self-similar input traffic denoted by SS/M/1, and we analyze it on the basis of a limited service 
polling model with zero switch over time. Our traffic model [26] is parsimonious with few parameters. It is 
similar to on/off processes, in particular to its variation N-Burst model studied in [27] where packets are 
incorporated. However, only a single type of traffic is considered in [27]. We present a novel analytical 
approach and derive expressions for the steady state queue length distribution at the time of arrivals, as well as 
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for the bounds on delay. The current paper is the extension of our prior work on 1-limited polling model [35], 
which is also known as an alternating service model. 

3. SELF-SIMILAR TRAFFIC MODEL 
The traffic model considered in this paper has been studied in [26]. It belongs to a particular class of self-

similar traffic models, more recently referred to as the telecom process in [28]. The model captures the 
dynamics of packet generation while accounting for the scaling properties of the traffic in telecommunication 
networks.  

The traffic is found by aggregating the number of packets generated by several sources. Each source 
initiates a session with a heavy-tailed distribution, in particular a Pareto distribution whose density is given 
by 1)( −−= δδδ rbrg ,         r > b, where δ  is related to the Hurst parameter by 2/)3( δ−=H . The packets arrive 
according to a Poisson process with rateα , locally, over each session. The sessions also arrive according to a 
Poisson process with rate λ . In the framework of a Poisson point process, the model represents an infinite 
number of potential sources. With our model, we had been able to find the interarrival time distributions for 
different classes of traffic.    

For each class, the traffic Y (t) measured as the total number of packets injected in [0, t] is found by 
))(()( ∑

≤

−∧=
tS

iii
i

StRUtY  

where iii SRU ,,  denote the local Poisson process, the duration and the arrival time of session i, respectively. 
Hence, Y(t) corresponds to the sum of packets generated by all sessions initiated in [0,t] until the session 
expires if that happens before t, and until t if is does not. The stationary version of this model based on an 
infinite past is considered in calculations below. The packet sizes are assumed to be fixed because each queue 
corresponds to a certain type of application where the packets have fixed size or at least fixed service 
distribution. The traffic model Y is long-range dependent and almost second-order self-similar; the auto 
covariance function of its increments is that of fractional Gaussian noise. Three different heavy traffic limits 
are possible depending on the rate of increase in the traffic parameters [26]. Two of these limits are well 
known self-similar processes, fractional Brownian motion and Levy process, which do not account for packet 
dynamics in particular.  
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and the complementary distribution function G  is that of the Pareto density g

The complementary distribution function TF  above is for a single class of packets. Let Ti denote the 
interarrival time of a type i packet, and 

iTf  denote its density function; that is, dtFdtf
ii TT /)( −=

 

using ),,,( iiii bδαλ .  For the queueing analysis of the present paper, we also need cross 
interarrivals ijT , 2,1, =ji , occurring between a type i packet followed by a type j packet. The density functions 
of Tij

 

are found as:  
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and 0
if  is the corresponding density function. The detailed derivation of interarrival time calculations has 

been given in [29]. In this paper, we consider three classes of traffic streams arriving at router. The 
generalization to three classes is trivial and its detailed derivation has been given in [30]. Here we just 
present the final results as follows: 
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where we multiply the corresponding density with complementary probabilities to make sure that the desired 
transition occurs from type i arrival to type i or j, and }3,2,1{,, ∈kji .   

4. ss/m/1 WITH MULTIPLE CLASSES AND LIMITED SERVICE POLLING 
SCHEME 
We consider a model of three queues based on self-similar input traffic denoted by SS/M/1, and analyze it 

on the basis of limited service polling model with zero switch over time. The scheduling logic of this limited 
service polling model is as follows: It visits the first queue and serves 2 packets, and then it goes to second 
queue and serves 1 packet. After that it again goes back to first queue and serves 2 packets and then it goes to 
third queue and serves 1 packet. Hence during each cycle, it serves 4 packets from queue 1 and 1 packet from 
queue 2 and queue 3 each. Let the service time distribution have rate 1μ , 2μ and 3μ  for class 1, class 2 and 
class 3 packets, respectively. Since the scheduler serves four packets from queue one and one packet from 
queue no. 2 and one packet from queue no. 3 during each cycle, hence, we need to differentiate between the 
first, second, third and fourth packet of queue 1 of the same cycle and then we need to classify between class 1, 
class 2 and class 3 packets as well. Therefore 1

1S  is the first packet of queue 1 of the same cycle, 2
1S  is the 

second packet of queue 1 of the same cycle, 3
1S  is the third packet of queue 1 of the same cycle, 4

1S  is the 
fourth packet of queue 1 of the same cycle and 2S  is the packet of queue 2 and 3S is the packet of queue 3. 
That’s why the notation m

nS  can be used to differentiate between these four different kinds of packets, where 
4,3,2,1=m  and 3,2,1=n . The subscript m will be used only when 1=n . Where m

nS is the service time 
required by class n packets.  

The usual imbedded Markov chain [31] formulation of G/M/1 is based on the observation of the queueing 
system at the time of arrival instants, right before an arrival. At such instants, the state of the system is the 
number of packets that arriving packet sees in the queue plus packets in service, if any, excluding the arriving 
packet itself. We specify the states and the transition probability matrix P of the Markov chain with the self-
similar model for three types of traffic.  

Let }0:{ ≥nX n  denote the imbedded Markov chain at the time of arrival instants. As the service is 
alternating, the type of packet in service is important at each arrival instant of a given type of packet to 
determine the queueing time. Therefore, we define the state space as: 
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We generate the transition probability matrix P of the Markov chain by specifying the transition probabilities 
from all the states in the states space i.e. non-idle states, states with empty queues and arrival at full queue. We 
only write down one transition in detail:  

Transition from ),,,,(),,,,( 2
12321

1
11321 sajjjsaiii →  

Here a transition occurs from an arrival of class 1 traffic to an arrival of class 2 traffic, such that the class 1 
arrival has seen the first packet of class 1 traffic in service of some cycle, with 1i  packets of queue 1 in the 
system (equivalently, total of queue 1 and the packet in service) and 2i  packets of class 2 and 3i  packets of 
class 3 in the system. The transition occurs to a state, where the new arrival (class 2 packet) sees 1j  packets 
of class 1, 2j  packets of class 2 and 3j packets of class 3 in the system, with a second packet of class 1 in 
service of some cycle. Recall that there are two kind of classification, one is between first, second, third and 
fourth packet of same cycle of class 1 (queue 1) and then between class 1, class 2 and class 3 packets (queue 
1, queue 2 and queue 3). Since in the previous state an arrival of class 1 has seen the first packet of class 1 in 
service, and in the next state an arrival of class 2 sees the second packet of class 1 in service, it is implied 
definitely that the first packet ( 1

1S ) of class 1 has completed its service. Now as the new class 2 arrival finds 
second packet of class 1 ( 2

1S ) in service, but because of memory-less property of exponential service time, 
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we do not know that how many cycles have been completed. To make this idea more clearly, we assume that 
in the previous state the first packet of class 1 ( 1

1S ) which was in service belongs to a cycle A. Now as the 
new arrival finds the second packet  of class 1( 2

1S ) in service, there are many possibilities, the first 
possibility is that it belongs to the same cycle A, in this case, only one packet of class 1 has been served and 
no packet has been served from queue 2 and 3. If 2

1S belongs to the next cycle, for example cycle B, then 
definitely 5 packets have been served from queue 1 and 1 packet has been served from queue 2 and one 
packet has been served from queue 3. Hence, the maximum number of class 1 packets that can be served are 

1i (if the total number of packets in queue 1 i.e. 1i  is odd), otherwise the maximum number of packets that 
can be served are 11 −i  (if the total number of packets in queue 1 i.e. 1i  are even), if the arriving packet is 
still to find a class 1 packet in service. However, 1j  includes the type 1 packet that arrived in the previous 
state. Hence, we have: 

kij −+= 111 ,   3,2),
4

1( =−−= nkij nn  

until either both queue 2 and queue 3 are exhausted or only one packet (in case of odd number of packets) or 
two packets (in case of even number of packets) from class 1 remain in the system, the second packet ( 2

1S )of 
class 1, being in service, whichever occurs first. We consider queue 2 and queue 3 as a single queue and 
denote it as QUEUE 2I   So there are two possibilities: 

 (1)  If 21 2/ Ii ≥ and 24,....5,1 −= nik , n=2, 3 or when 21 2/ Ii < & )(..,.........5,1 1 oddik = or )(11 eveni − : 
The transition probability is: 
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Recall that )(
12

tfT denotes the probability density function for the Interarrival of two packets where a type 1 
packet is followed by a type 2 packet and we used the fact, that the remaining service time of a type 1 packet 
in service has the same exponential distribution Exp )( 1μ , due to memory-less property of the Markovian 
service time. 
(2) On the other hand, merely class 1 packets are served if both queue 2 and queue 3 are exhausted. 
Therefore, If 21 2/ Ii ≥  and )(.......24 1 oddiik n += or )(11 eveni −  then we have: 
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Similarly we can write down all possible states. 
Steady state distribution π  as seen by an arrival can be found by solving ππ =P  using the transition 

matrix P of the Markov chain analyzed above. In routers, the buffer size is limited hence the numerical 
calculation of π  is straightforward.  

To the best of our knowledge, no previous analytical expressions are available for the waiting time of a 
G/M/1 queue with this polling scheduler. As in our model, during each cycle, the scheduler serves 4 packets 
from queue 1 and only one packet from queue 2 queue 3 each.  We study queue 1 in detail. Consider the 
steady state distribution at the time of packet arrivals to queue 1. An arriving packet of class 1 will wait for the 
service completion of the one already in service plus the service times of packets in queue 1, 2 and 3 
according to the limited service logic. Since we have considered queue 2 and queue 3 as a single queue and 
denote it as QUEUE 2I   So there are two possibilities: 21 2/ Ii < and 21 2/ Ii ≥ . By considering these two 
possibilities and the scheduling logic we can find the exact bounds for class 1 packet as follow: 
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Since the scheduler serves one packet from queue 2 and one packet from queue 3 during each cycle, hence the 
expected time for a randomly arriving class 2/class 3 packet will be same. Therefore, we can write down the 
bounds on expected waiting time of class 2/3 packet as: /
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5. SIMULATION RESULTS 
A comprehensive discrete-event simulator was built to understand and evaluate the QoS behaviour of self-

similar traffic under newly proposed scheduling logic. The simulation engine is highly modular by design 
allowing free customization of the traffic generator and the scheduling logic. This allows for the ready 
evaluation of any scheduling discipline under any specific kind of input traffic. The key element for the 
scheduler logic is the Scheduler class. Here we used the template method design pattern [32]. This allows 
any scheduling algorithm to be loosely coupled but easily integrated, overriding the existing program skeleton. 
LimitedServicePollingScheduler was actually implemented to analyze the corresponding QoS 
behaviour. For the higher priority class (class 1 packets), we set the session arrival rate to 1

1 6 −= sλ , the in-
session packet arrival rate to 1

1 50 −= sα  (the characteristic of VoIP traffic) and the service rate 
to 1

1 2500 −= sμ . For queue 2 and queue 3, we set the session arrival rate 1
32 50 −== sλλ , the in-session 

packet arrival rate to 1
32 6 −== sαα  and the service rate to 132 μμμ == . We investigated the effects of 

varying the Hurst parameter (0.5<H<1) on various QoS parameters. The QoS results from the simulation 
studies with 95% confidence interval are presented. Gross et al. study a related issue in detail in [32] and 
conclude that care must be taken in simulations involving Pareto distributions as they can lead to large errors 
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due to the heavy tail. It should also be noted though, that the bulk of empirical evidence [33] suggests that H ~ 
[0.7, 0.85] is the region of interest in network traffic. Fig. 1 shows waiting time (in ms), Packet Loss Rate 
(PLR) and Queue length vs. Hurst Parameter for limited service polling model. We can see the significant 
detrimental impact of increasing the Hurst Parameter (the degree of self-similarity) on the QoS offered. We 
can also notice the effect of this novel proposed polling scheduler, as the burstiness of the traffic increases, we 
see a significant increase in the QoS parameters of low priority queues. But this scheduler easily outperforms 
other traditional schedulers such as priority. In our prior work, we have implemented priority scheduler [30] 
where we noticed that at Hurst parameter 0.9, the queueing delay for lowest priority i.e. queue no. 3 was 
round about 30 ms. But here the queueing delay for lowest priority queue (queue no. 3) at H=0.9 is almost 12 
ms, which shows a major improvement. Our scheduler on one side not only provides a priority service to real 
time traffic (queue 1) whilst at the same time, it provides a fair service to low priority queues as well (queue 2 
and queue 3) so that low priority queues must not be starved for bandwidth. 

6. APPLICATIONS OF THE MODEL 
Here we give an overview of the prime application of the model. 4G systems are leaning towards all-IP 

network architecture for transporting IP multimedia services. To transport 4G services through IP networks 
without loosing end-to-end QoS provisioning, a consistent and efficient QoS mapping between 4G traffic 
classes and IP QoS classes is required. According to 3GPP, UMTS-to-IP QoS mapping is performed by a 
translation function in the GGSN router that classifies each UMTS packet flow and maps it to a suitable IP 
QoS class [34]. In order to make accurate mappings and to ensure guaranteed QoS parameters to the end user 
of mobile Internet, it is essential to being able to accurately model the end-to-end behavior of different classes 
of wireless IP traffic (conversational, interactive, streaming and background) passing through IP QoS domain. 
Our model is directly applicable to the problem of determining the end-to-end queueing behavior of IP traffic 
through both Wired and wireless IP domains, but modeling accuracy is more crucial in resource constrained 
environments such as wireless networks. For example, our model is directly able to analyze the behavior of 
different QoS classes of 4G traffic passing through a IP QoS domain, in which routers are implemented with 
the proposed scheduling logic. Thus, the model enables tighter bounds on actual behavior so that over-
provisioning can be minimized. It also enables translations of traffic behavior between different kinds of QoS 
domains so that it is possible to map reservations made in different domains to provide session continuity. 

7. CONCLUSION AND FUTURE WORK 
In this paper, we have presented a novel analytical model based on G/M/1 queueing system for accurate 

modeling of wireless IP traffic behavior under the assumption of three different classes of self-similar traffic. 
We have analyzed it on the basis of limited service polling service and explicit expressions of expected 
waiting time for the corresponding classes have been derived. We have also implemented a discrete event 
simulator to simulate the QoS behavior of multiple classes of self-similar traffic. The simulation results 
quantify the affect of implementation of new proposed scheduler in IP network. The model represents an 
important step towards the overall aim of finding realistic (under self-similar traffic assumptions) end-to-end 
QoS behavior (in terms of QoS parameters such as delay, jitter and throughput) of multiple traffic classes 
passing through heterogeneous wireless IP domains (IntServ, DiffServ and MPLS). Our future work will 
focus to analyze the performance of different QoS domains implemented with different queueing disciplines. 
Further we intend to implement a test bed to validate our proposed QoS models.  
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Fig. 1: Expected Waiting time (in ms), queue length and PLR vs. Hurst Parameter for 3 classes of traffic in limited 

service polling scheme 
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